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Abstract

Stochastic optimizations algorithms like stochastic gradient descent (SGD) are favorable for large-scale data analysis because they update the model sequentially and with low per-iteration costs. Much of the existing work focuses on optimizing accuracy, however, it is known that accuracy is not an appropriate measure for class imbalanced data. Area under the ROC curve (AUC) is a standard metric that is used to measure classification performance for such a situation. Therefore, developing stochastic learning algorithms that maximize AUC in lieu of accuracy is of both theoretical and practical interest. However, AUC maximization presents a challenge since the learning objective function is defined over a pair of instances of opposite classes. Existing methods can overcome this issue and achieve online processing but with higher space and time complexity. In this thesis, we will develop two novel stochastic algorithms for AUC maximization. The first is an online method which is referred to as SPAM. In comparison to the previous literature, the algorithm can be applied to non-smooth penalty functions while achieving a convergence rate of $O(\log T/T)$. The second is a batch learning method which is referred to as SPDAM. We establish a linear convergence rate for a sufficiently large batch size. We demonstrate the effectiveness of such algorithms on standard benchmark data sets as well as data sets for anomaly detection tasks.
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Chapter 1

Introduction and Motivations

Machine learning is an ever growing blend of mathematics and computer science to analyze data, identify patterns, and to make accurate predictions. Over the past few years, prediction algorithms have been applied to several application domains including computer vision [60], web search, natural language processing [8], and many others. This has resulted in technology (i.e. phones, cars, etc.) benefiting tremendously from learning algorithms. Voice assistants are now ubiquitous and cars are now learning to drive themselves.

A driving force behind such innovations has been big data. Since storage systems have become cheap and ubiquitous, it is now easy to store huge amounts of information that was not possible before. This has attracted the attention of numerous industries because they are intrigued by its potential. Businesses could use this information to make well-informed decisions to lower costs and increase sales. Even more so, the impact of big data goes beyond business. Political candidates use data to make better campaign decisions to try to gain more votes and determine who is the leading candidate. Companies, such as Facebook and Twitter, collect large amounts of information so that they can specifically target the most realistic voter. An important question to consider then is how is this done? How is a person labeled or categorized? Machine learning has become more and more crucial with the size of available data. Existing methods are not able to scale efficiently, and therefore new methods are of critical importance.

At the highest level, machine learning can be classified as either unsupervised or supervised learning. In unsupervised learning, the learner is given unlabeled training data, and the goal is to draw conclusions on future data. For example, given a number of social media posts, you might want to create an unsupervised learning algorithm that groups the posts into various topics. This task is an example known as clustering. Dimensionality reduction is also another example of unsupervised learning. In this problem, the data has a large number of features. It is then desirable to reduce the number of features to find a lower-dimensional
representation that maintains the properties of the original data. In supervised learning, the learner is given labeled training data with the intention to make predictions on future data points. For example, given the characteristics of a house, you would want to predict the sale price. This is an example of regression. Classification and ranking are also other examples of supervised learning. For classification, a category is assigned to an item while ranking is when items are to be ordered. Typically, ranking is based on a score based system, but preference-based settings are also used. Ranking is preferred over classification because a user will usually only examine the top ten or so documents. For example, a fraud detection officer can not investigate all suspected cases, but rather will consider the ones with the highest degree of certainty. In most scenarios, however, datasets are only assigned a label with no information on how they are ordered.

Throughout this thesis, we will focus on the supervised learning problem of classification. This problem type is very popular among the machine learning community and is ubiquitous in our daily lives. For example, email is a popular method of communication, but not every email is legitimate. Our email systems categorize email as either spam or not spam. In other aspects of our lives, we are influenced by meaningful classification algorithms. Popular companies such as Netflix and Amazon rely heavily on having deep recommendation systems for their users. Netflix wants to present content that a user will watch based upon past viewing history while Amazon recommends products based upon previous purchases. Therefore, it is of critical importance to determine the effectiveness of these methods. In this thesis, we will focus on designing algorithms that are both effective and efficient in the problem of binary classification.

1.1 Binary Classification

In supervised learning, the goal is to learn a function $f : \mathcal{X} \rightarrow \mathcal{Y}$, where $\mathcal{X}$ is the input space that is typically a domain in $\mathbb{R}^d$ ($d$ is the number of features), and $\mathcal{Y}$ is the output space. In classification, the features of an object are used to determine a label in the output space. We will restrict this work to the binary case. Specifically, we will consider data $\{(x_t, y_t)\}_{t=1}^T$ where $x_t \in \mathcal{X}$ and $y_t \in \{-1, 1\}$. Let $z_t$ denote the pairing $(x_t, y_t)$. Throughout this thesis, we will let $f(x) = \text{sign}(w^T x)$, where $w \in \mathbb{R}^d$ is the parameter to be learned.

For binary classification, and machine learning in general, it is common to solve the
following empirical risk minimization (ERM) problem:

$$\min_w J(w) = R_{\text{emp}}(w) + \Omega(w),$$ (1.1)

where $R_{\text{emp}}(w)$ defines the empirical error and $\Omega(w)$ is the regularizer. The empirical error is the average loss incurred by some loss function $\ell$ after $T$ observations:

$$R_{\text{emp}}(w) = \frac{1}{T} \sum_{t=1}^{T} \ell(z_t, w).$$

Typically, an indicator function is used for detecting when a misclassification made by a model has occurred, i.e. $\ell(z_t, w) = 1_{[y_t w^T x_t < 0]}$. This results in the following problem to be solved:

$$\min_w \frac{1}{T} \sum_{t=1}^{T} \ell(z_t, w) + \Omega(w).$$ (1.2)

A common procedure in machine learning is to replace the indicator function by a convex surrogate loss function. There are many different common loss functions used in machine learning with each being used for a different application area. For example, least absolute deviation is used with image restoration [117]. A few of them are shown graphically in Figure 1.1 and many others are summarized in Table 1.1.

The second important consideration to make is the selection of a regularizer for the $\Omega(w)$ term. Regularization is used to avoid overfitting of the data. The most popular choice is the $L_2$ regularization, i.e., $\Omega(w) = \frac{1}{2} \| w \|^2$. However, many other choices exist, such as

<table>
<thead>
<tr>
<th>Name</th>
<th>Loss Function $\ell(f(x), y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hinge [3]</td>
<td>$\max(0, 1 - y f(x))$</td>
</tr>
<tr>
<td>Squared Hinge [44]</td>
<td>$\frac{1}{2} \max(0, 1 - y f(x))^2$</td>
</tr>
<tr>
<td>Exponential [19]</td>
<td>$\exp(-y f(x))$</td>
</tr>
<tr>
<td>Logistic [12]</td>
<td>$\log(1 + \exp(-y f(x)))$</td>
</tr>
<tr>
<td>Least Squares [107]</td>
<td>$\frac{1}{2} (f(x) - y)^2$</td>
</tr>
<tr>
<td>Least Absolute Deviation</td>
<td>$</td>
</tr>
<tr>
<td>Quantile Regression [47]</td>
<td>$\max(\tau (f(x) - y), (1 - \tau) (y - f(x)))$</td>
</tr>
<tr>
<td>$\epsilon$-Insensitive [104]</td>
<td>$\max(0,</td>
</tr>
<tr>
<td>Huber’s Robust Loss [66]</td>
<td>$\frac{1}{2} (f(x) - y)^2$ if $</td>
</tr>
<tr>
<td>Poisson Regression [16]</td>
<td>$\exp(f(x)) - y f(x)$</td>
</tr>
</tbody>
</table>

Table 1.1: Various Loss Functions
elastic net, i.e. $\Omega(w) = \frac{1}{2}\|w\|_2^2 + \|w\|_1$. For example, letting $\Omega(w) = \|w\|_1$ penalizes the empirical loss for adding large weights to $w$. This leads to Lasso-type estimation algorithms [63]. A summary of common regularizers is given in Table 1.2.

By selecting various loss functions and regularizers, we have standard methods that can be used to solve a given machine learning problem. For example, the simplest method is the use of support vector machines (SVM). The empirical risk $R_{\text{SVM}}$ minimized by SVM is the average of the hinge loss:

$$R_{\text{SVM}} = \frac{1}{T} \sum_{t=1}^{T} \max(0, 1 - y_t w^T x_t).$$

(1.3)

This method, originally developed by [103], is based on the idea of finding a hyperplane that separates the data such the distance between the hyperplane and the nearest data point is maximized. This is shown graphically in Figure 1.2.

<table>
<thead>
<tr>
<th>Regularizer</th>
<th>$\Omega(w)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_2$</td>
<td>$\frac{1}{2}|w|_2^2$</td>
</tr>
<tr>
<td>$L_1$</td>
<td>$|w|_1$</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>$\frac{1}{2}|w|_2^2 + |w|_1$</td>
</tr>
</tbody>
</table>

Table 1.2: Various Regularizers
From the formulation in (1.1), we can also recover different standard problems by selecting various loss functions. Another popular choice is to use the logistic loss function with the $L_2$ regularizer, called logistic regression. This type of model is widely used in the medical community to predict mortality in injured patients. However, the focus of this thesis is on classification, and we will be using the least square loss function as well as various regularizers.

Finding the minimizer of $J(w)$ has two different approaches. The first way to obtain the solution $w^*$ of problem (1.1) is by way of batch learning methods. These methods require storing of the data and learn by using either all available samples or a subset of the available samples. An important consideration for which algorithm is applicable is whether or not the objective function is smooth. In the case that $J(w)$ is not differentiable, two popular approaches are cutting plane methods (CPM) [45] and bundle methods [101]. CPM uses a generalization of gradients appropriate for convex functions, the subgradient. This includes for functions which are not necessarily smooth. By the definition of a subgradient, we can bound $J(w)$ from below by its first-order Taylor expansion. This lower bound forms the basis for cutting plane methods. Although CPMs can converge to the minimum, this
method is often very slow when iterates are too far away from previous ones (i.e. CPMs can have an unstable “zig-zag” behavior in the iterates). To stabilize CPMs, bundle methods have been proposed by introducing a proximity control function. This prevents overly large steps in the iterates [46]. There are 3 popular types of bundle methods: \textit{proximal} [46], \textit{trust region} [90], and \textit{level set} [52]. These three variants each choose the $L_2$ norm, however, they all differ in how they compute the new iterate. SVM$^{perf}$ has been shown to converge with a rate of $O(1/\sqrt{T})$ and has several advantages. Using a modified version of the primal SVM formulation, the algorithm has a very easy implementation and a meaningful stopping criterion that avoids wasted time on solving the given problem [42].

Now when $J(w)$ is twice differentiable and convex, $w^*$ is optimal when $\nabla J(w^*) = 0$ (and when $X = \mathbb{R}^d$). In this situation there are numerous available methods for solving this type of problem. The most famous of all methods is Newton’s method. Other standard techniques that can be applied are quasi-Newton methods. Unlike Newton’s method, quasi-Newton methods can be used if computing the Jacobian or Hessian is too difficult or expensive for each iteration. These methods are generally used to find zeroes or local maxima and minima of functions. The most popular of which is the BFGS algorithm [108]. The method only requires that the gradient of the objective function needs to be available at each iterate. More importantly, since second derivatives are not required, quasi-Newton methods can be more efficient than Newton’s method. Other state-of-the-art batch learning algorithms include OCAS [31] and LIBLINEAR [26]. OCAS, again based on cutting plane methods, has been shown to outperform SVM$^{perf}$ while maintaining the same precision as the support vector solution. LIBLINEAR is an open source library for solving linear classification problems on a large scale. The package includes support for logistic regression and linear SVM. For the case of hinge loss, the package uses a coordinate descent method to solve for the optimal parameter [40]. More recently, NESVM [119], based on Nesterov’s method [71] has a convergence rate of $O(1/T^2)$. The algorithm smooths the non-differentiable parts of the objective function, i.e., hinge loss and the $\ell_1$-norm, and then uses gradient methods to solve the smoothed optimization.

Overall, batch algorithms have some very lucrative advantages but some disadvantages as well. Since either a subset or the entire data set is required, they are able to completely optimize the cost function for a set of training samples. This makes them very accurate.
However, such algorithms cannot evaluate as many samples because it must iterate several times over the training set to obtain the optimum [5]. Because many samples are considered at the same time, the computational complexity of these algorithms can be high. Even more so, if the data is of high dimension, that will only add to the complexity of the algorithm. In some cases, this could make the algorithm useless. Also, since these algorithms require access to most of the data, it also needs to be stored on the system and then loaded into memory [54].

The other approach to finding the minimizer is by using online learning algorithms. In the online setting, each instance of data is used to update the model iteratively. The efficiency and scalability of online learning makes the topic desirable for sequential data and of interest to the machine learning community since the data is not required to be stored. The most well known method for online learning is the Perceptron Algorithm [87]. The main idea behind predicting a sample $\mathbf{x}_t$ is to use a weight vector, and determine if $\mathbf{w}_t \cdot \mathbf{x}_t > 0$ for a positive sample; otherwise it would be classified as a negative sample. More recent work includes the first-order Passive-Aggressive Algorithm (PA) [14]. The PA algorithm introduces the maximum margin principle for classification. The idea is similar to the Perceptron Algorithm with the idea that we desire $\text{sign}(\mathbf{w}_t \cdot \mathbf{x}_t) = y_t$. The method can be interpreted as a projection onto the half-space of vectors that gives a hinge-loss of zero. Therefore, the algorithm is passive when there is no change between iterations. However, when the hinge-loss is positive, the algorithm then forces the new solution to satisfy the hinge-loss constraint. This step has a closed form solution by using Lagrangian multipliers and is considered aggressive because there are no restrictions on the necessary step size. Hence, the algorithm is called the Passive-Aggressive Algorithm. However, a major problem of the PA algorithm is it fails to control the direction and scale of the parameter updates. Pegasos [92], a state-of-the-art algorithm, is a first order online method that introduces a chosen step size for each iteration. The computational cost of the algorithm can be dramatically reduced if the feature space is sparse, however, if the space is dense, such as in computer vision tasks, it will hardly outperform other algorithms such as SVM$^{perf}$ [41].

To address these issues, some second-order online learning algorithms have been introduced and apply parameter confidence to improve the online learning performance. The first of which is the Adaptive Regularization of Weights (AROW) algorithm which uses con-
fidence weighted (CW) learning [22]. The method gives confidence in a linear classifier by maintaining a Gaussian distribution over the weights with mean $\mu \in \mathbb{R}^d$ and covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$. The classifier is then trained by the passive-aggressive rule [14]. Further work has been done in this direction [15, 73].

The main draw of online algorithms is that they work by drawing a fresh random sample and adjust the parameters based on this new single sample only with very few statistical assumptions. In contrast to batch learning algorithms, this makes online learning algorithms very lucrative for when handling streaming data. Additionally, if new data arrives quickly, a large number of samples can be processed quickly because of the simple and low computational cost of the algorithms. On the other hand, however, because of the use of a single sample for updates, the cost function is usually not fully optimized. Online algorithms may seem hopelessly slow, however, it has been shown that they can converge just as fast as batch algorithms [5].

### 1.2 The Case Against Accuracy and other Measures

A crucial consideration of any algorithm is to measure its performance on predicting future data. So how does one measure the performance of a classifier? For binary classification, the decisions made by a classifier can have four possible outcomes. If the instance is positive and labeled as positive, then it is a true positive (TP); if it is labeled as negative, then it is a false positive (FP). If the instance is negative and is classified as negative, then it is a true negative (TN); if it is labeled positive, then it is a false negative (FN). These four possible decisions made by a classifier can be made into a structure called a confusion matrix, denoted by $C$. A confusion matrix, or as it is sometimes called a contingency table, is pictured in Table 1.3.

<table>
<thead>
<tr>
<th>Predicted Positive</th>
<th>Actual Positive</th>
<th>Actual Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td></td>
<td>FN</td>
</tr>
<tr>
<td>FP</td>
<td></td>
<td>TN</td>
</tr>
</tbody>
</table>

Table 1.3: The structure of a contingency table.

It is important to note that correct decisions made by the classifier are recorded along the major diagonal. Likewise, incorrect decisions are recorded along the minor diagonal.
Two important measures that can be calculated from the confusion matrix are the true positive rate (also called the hit rate or recall) and the false positive rate (also called the false alarm rate). To determine these values, let $P$ denote the number of samples that are of the positive class and let $N$ denote the number of samples that are of the negative class. These measures can then be calculated below:

$$TPR = \frac{TP}{P}, \quad FPR = \frac{FP}{P},$$  \hspace{1cm} (1.4)

Using the confusion matrix as given above, there are many different types of measures that can be constructed from it, the most natural of course is accuracy (or misclassification error). Accuracy is then defined in terms of the confusion matrix as:

$$\text{Accuracy} = \frac{TP + TN}{P + N}. \hspace{1cm} (1.5)$$

Many different areas are interested in optimizing accuracy, however, an important question would be to consider is accuracy a robust metric for measuring performance? It is has been determined that classification accuracy is a poor performance metric [80, 81]. An important distinction should be made, in that the statistical tests that are used are not to be questioned [20, 89], but it is important to question whether accuracy is an appropriate measure. As a motivating example, consider the confusion matrix given in Table 1.4. The classifier above has 98% accuracy, however, it was only able to successfully predict the majority class.

To precisely explain why this measurement is poor, consider two different accuracy measures: the accuracy of correctly identifying an input (correct acceptance) and the accuracy of correctly identifying an input as a nonmember of the class (correct rejection). Between these two individual accuracies, the classifier described in the previous example does not sufficiently predict the samples [65]. This reveals an underlying issue with accuracy in that it assumes the class distribution is known for the target [81]. In many cases for
benchmark data sets, we often do not know whether the existing distribution is the natural
distribution. For example, the splice junction data set has 50% donor sites, 25% acceptor
sites, and 25% nonboundary sites, however, no more than 6% of DNA actually codes for hu-
man genes [88]. An argument by some researchers is that large class skews and large changes
in distribution may be seen as unrealistic. However, in many real world domains, such as
fraud detection [27], vision [62], medicine [60], and language [8], class skews of $10^1$ and $10^2$
are very common. Distributions with skews up to $10^6$ have been observed [9, 28, 49, 88, 53].
Changes in distribution are also not uncommon and occur in many different application do-
 mains. For example, epidemics will cause medical decision making to change as the number
of cases of the disease increases over time. Fraud detection is another such example as well.
Proportions of fraud can very from month to month and between different locations [27].
Lastly, a change in a manufacturing procedure could drastically change the number of defec-
tive units that are produced. In each of the cases, the prevalence of a particular class may
change without any changes or alterations to the characteristics of a class. In these cases,
predicting the minority class is the primary objective and this critical issue makes accuracy
useless for model comparison for real world examples.

Another problematic assumption of accuracy is that it assumes the misclassification
costs are equal [81]. This assumption does not translate well into real-world scenarios.
There are many examples in medical diagnosis, decision theory, and pattern recognition
where there is huge cost difference between positive and negative classes. For example, the
cost of missing a case of fraud is very different from the cost of a false alarm [27]. From
these issues, using accuracy to measure the performance of an algorithm is not a robust
method. However, much of the existing methods focus on optimizing the classification error
[5, 97, 64, 112]. Therefore, it is of the utmost importance to design algorithms that optimize
another performance measure that is more robust than accuracy.

Prevailing over the shortcomings of accuracy when class distributions are unbalanced
and the misclassification costs are unequal is best done by using a more appropriate per-
formance measure [61]. Just as we derived accuracy from the confusion matrix, different
measures can also be derived. Many of these are reserved for specific problems. In the
area of pattern recognition and information retrieval, precision and recall is a performance
measure that is commonly used. We have that precision and recall are defined as:

\[
\text{Prec}(C) = \frac{TP}{TP + FP} \quad \text{and} \quad \text{Rec}(C) = \frac{TP}{P},
\]

where the values above are from the confusion matrix, \( C \). Precision is defined as the fraction of relevant instances among the retrieved instances while recall is the fraction of relevant instances that have been retrieved over the total amount of relevant instances. This method is popular to use for web search engines since the user typically only scans the first few results that are presented. A second type of measurement from this is called the precision-recall breakeven point (PRBEP). This requires that a classifier make a decision such that the precision and recall are equal. This gives that at any time, the following must hold:

\[
TP + FN = FP + TN.
\]

A problem with precision-recall is that it requires optimizing two values, instead of a single number. A way to combine the precision and recall into a single measurement is to use a weighted harmonic average between the two, called the \( F_\beta \)-Score. It is defined by:

\[
F_\beta(C) = \frac{(1 + \beta^2)TP}{(1 + \beta^2)TP + FP + FN}.
\]

The typical value of \( \beta \) is usually 1. This measure is used to evaluate binary classifiers for natural language applications such as text classification.

Visualization tools are also very popular and beneficial to gain insight into the perfor-
mance of a classifier. A lift chart is a well known visualization tool in data mining for binary classifiers in marketing and sales applications [4]. Lift is a measure of the performance of a model at predicting samples that will result in a response, with respect to the population as a whole, measured against a model that selects randomly. For example, consider a marketing company that wants to plan a strategy to advertise to households with specific attributes. Even though the ad has a small cost, the company wishes to advertise to consumers that have the highest chance of purchasing the product. Therefore, it is of great interest to design a classifier to determine whether or not a household is a potential customer or not. To examine the relationship between advertisement cost and customer acquisition, a lift chart is used to evaluate the performance of such a classifier. A critical assumption that is made is that the number of customers, $P$, is generally unknown and therefore the true positive rate cannot be calculated. A lift chart consists of the expression of the positive response rate on the vertical axis while the horizontal would be the percent of customers contacted with each point in the lift chart represents a binary classifier. By varying the threshold of a probabilistic classifier, we obtain a set of classifiers, and therefore a set of points. The curve given by this collection of points gives a lift chart [111, 106]. The area under a lift chart has a well defined statistical definition given by:

$$A_{\text{lift}} = P \cdot \mathbb{E}[\mathbb{I}_{w^T(x-x') \geq 0} | y = 1],$$

where $P$ is the number of positive samples. Equation (1.9) represents the probability of a random positive sample ranking higher than a random sample (either positive or negative). The optimal value for the area under the lift chart is given by $P$.

### 1.3 ROC Curves and AUC

In this section, we will introduce the Receiver Operating Characteristic (ROC) curve and the area under the ROC curve (AUC) [38]. This visualization tool and metric is considered by many as a robust method for model comparison. To obtain a better understanding of ROC analysis, we first use the following motivating example. In the area of marketing, advertisers wish to only promote their ad to customers who are most likely to buy the product or service. If accuracy was used, we would only be able to classify customers either as buyers or non-buyers, however, it is common practice to use different market strategies to customers
with different probabilities of buying the product. It would be best to then have a ranking of customers in terms of their buying potential. Therefore, solving a ranking problem is more desirable than just a classification problem [57]. An important consideration follows from this. It is assumed that to develop a better classifier, the true ranking of the training samples would be needed to be known, however, in practice this information is almost always unknown with only the training and testing labels are given [11]. So this naturally leads to the question: are there better methods than accuracy to evaluate the performance of a classifier that also produces rankings? The answer to this is, of course, the area under the ROC curve (AUC).

The ROC curve was originally developed in signal detection theory in connection with radio signals during WWII by engineers for detecting enemy objects in battlefields [25]. Since then, they have been used prominently in signal detection theory to measure the concessions between hit rates and false alarm rates of classifiers [25, 99]. Their use was then introduced into psychology to account for perceptual detection of stimuli, and then was further expanded into radiology, medicine, biometrics, forecasting natural hazards, meteorology, model performance assessment, and other areas [76, 67, 77, 122]. The work in [98] enlarged ROC analysis for use in visualizing and analyzing the behavior of diagnostic systems. Recently, ROC analysis has been introduced into machine learning and data mining research. The earliest use of ROC graphs in machine learning was by [96] who showed the robustness of evaluating and comparing algorithms using ROC curves since classification accuracy is often a poor metric for measuring performance [81]. The use of ROC analysis has only continued
Algorithm 1 Conceptual Method for Calculating an ROC Curve

**Input:** \( L \) - list of test examples, \( f \) - the probabilistic classifier’s estimate that instance \( i \) is positive, min and max - the smallest and largest values returned by \( f \), increment - the smallest difference between any two \( f \) values  

**for** \( t = \text{min} \) \( \text{to} \) \( \text{max} \) **by** increment **do**  
\[ \begin{align*}  
FP & \leftarrow 0 \\
TP & \leftarrow 0 \\
\text{for } i & \in L \text{ do} \\
& \quad \text{if } f(i) \geq t \text{ then} \\
& \qquad \text{if } i \text{ is a postive sample then} \\
& \qquad \qquad TP \leftarrow TP + 1 \\
& \qquad \text{else} \\
& \qquad \qquad FP \leftarrow FP + 1 \\
& \quad \text{end if} \\
& \text{end if} \\
\text{end for} \\
\text{Add point } \left( \frac{FP}{N}, \frac{TP}{P} \right) \text{ to ROC curve} \\
\text{end for} \\
\]

...to expand in the machine learning community because ROC graphs have properties that make them desirable for datasets with unequal class distributions and cost-sensitive learning. ROC curves also have the added benefit by using the area under the ROC curve (AUC) as a performance metric for comparison.

The definition of an ROC curve is based on values from a confusion matrix. Recall that the *true positive rate* (also called the *hit rate*) of a classifier is \( TP/P \). The *false positive rate* (also called the *false alarm rate*) is \( FN/N \). ROC graphs are then two-dimensional graphs with the true positive rate on the \( y \)-axis and the false positive rate on the \( x \)-axis using changing thresholds. For a given discrete classifier, such as a decision tree, each decision by the classifier outputs a \((fp \text{ rate}, tp \text{ rate})\) pair for a point on the ROC curve. Once a classifier has made decisions for a particular dataset, this leads to only a single confusion matrix and thus only to a single point in ROC space. Some classifiers, such as a Naive Bayes classifier, produces a prediction based upon a numeric value, or probability, that an instance belongs to a particular class. For a higher probability, the greater the chance that the example will belong to a particular class. So on a very basic level, by varying a particular threshold (say from \(-\infty \) to \( \infty \)), we can obtain a curve through ROC space. This procedure is not very precise nor computationally efficient, but explains the main observations of how an ROC curve is constructed.
Algorithm 2 Practical Method for Calculating an ROC Curve from Test Set

Input: $L$ - list of test examples, $f$ - scoring function (probability that an example is positive), $P$ - number of positive sample, $N$ - number of negative samples

Output: $R$ - list of ROC points

$L_{\text{sorted}} \leftarrow L$ sorted by decreasing $f$ scores

$FP \leftarrow TP \leftarrow 0$

$R \leftarrow \{\}$

$f_{\text{prev}} \leftarrow -\infty$

$i \leftarrow 1$

while $i \leq |L_{\text{sorted}}|$ do

$f(i) \neq f_{\text{prev}}$ then

Push $(\frac{FP}{N}, \frac{TP}{P})$ onto $R$

$f_{\text{prev}} \leftarrow f(i)$

end if

if $L_{\text{sorted}}[i]$ is a positive example then

$TP \leftarrow TP + 1$

else

$FP \leftarrow FP + 1$

end if

$i \leftarrow i + 1$

end while

Push $(\frac{FP}{N}, \frac{TP}{P})$ onto $R$ (i.e. $(1, 1)$)

end while

An efficient approach to ROC construction begins with a scoring function $f(i)$ that assigns a probability to a particular instance, $i$. This allows the samples to be ordered with respect to the assigned probability. By assigning a particular threshold, we can then easily classify the given instances. A property that is of great interest from this is the monotonicity of thresholds, i.e., if an instance is classified as positive, then it will remain classified as positive for any lower threshold. So for a fixed threshold, we can order the samples by decreasing $f$ scores, then one can move down the list to update the true positive and false positive rates. In this manner, an ROC curve can be created by a linear scan. The conceptual method is summarized in Algorithm 1. The practical method is summarized in Algorithm 2 that maintains a stack of ROC points. A new point is pushed onto the stack after each point is processed. The algorithm has the typical complexity of $\mathcal{O}(n \log n)$ for sorting and then $\mathcal{O}(n)$ for the linear scan for a complexity of $\mathcal{O}(n \log n)$. An important consideration to note for Algorithm 2 is that any point with the same $f$ score as a previous sample will be omitted since we are only looking for the expected performance of the classifier.
The analysis of a constructed ROC curve has several areas of interest. The point \((0, 0)\) represents a classifier that never makes a classification where as the point \((1, 1)\) represents unconditionally making decisions. The upper left corner, i.e. the point \((0, 1)\), represents a perfect classifier with a false positive rate of 0. More generally, a point in the ROC space is better than another where the true positive rate is greater or the false positive rate is lower. A point in the left hand side of the ROC curve near the \(x\)-axis describes a classifier as being *conservative*. In other words, a classification is determined to be positive only if there is strong evidence that this will make a small error. Similarly, the upper right region of the ROC graph describes classifiers as *liberal* since positive classifications will be made with weak supporting evidence. From these descriptions, it is clear that liberal classifiers tend to have a high false positive rate while conservative classifiers have low true positive rates. The left hand-side of the ROC graph is of great importance since many application domains have a large number of negative instances while only a few positive instances. Additionally, the line \(y = x\) represents the strategy of randomly guessing. For example, if half the samples are classified as positive half the time, then it is expected that only half the classifications will be correct for both the positive and negative classes. This is represented by the point \((0.5, 0.5)\). Any classifier that is in the lower right triangle, i.e. below the diagonal, is considered worse than random guess. However, if the classifier is negated, then it will produce a classifier in the desired upper left of the ROC space.

The widespread adoption of ROC curves for measuring classifier performance in many application areas can be attributed to the many benefits that they offer. First and foremost, plotting ROC curves on the same graph allow for a comparison between classifiers. For simplicity, consider two classifiers \(A\) and \(B\). If classifier \(A\) lies entirely above classifier \(B\), then \(A\) is said to dominate \(B\). In other words, the classifier that lies above the others is considered the most *robust classifier* [78, 79]. However, an issue that could arise is that classifier \(A\) may not entirely dominate classifier \(B\). To better determine which classifier is better, we desire a single scalar value, like accuracy, to represent the expected performance. A common method is to calculate the area under the ROC curve, denoted as AUC [7, 38]. Since AUC comes from the ROC curve, which is defined in the unit square, values are from 0 to 1, however, since the random guess line has an area of 0.5, no classifier should have an AUC score less than 0.5.
Analysis of ROC curves necessitates some basic considerations. First and foremost, the distributions for both the positive and negative classes are assumed to be normal (called the binormal assumption). Under this assumption, the decision threshold can be set anywhere, but it is commonly selected to minimize the Bayes error rate. However, if the error costs are unequal and known, then the decision threshold can be selected to minimize the overall cost of the errors. Also, it is important to note that the correspondence between the prior probability of a class and its error cost. If the class distribution of examples is consistent with the cost of errors, then it is straightforward to build a classifier coherent with those errors. However, if the data set is skewed in respect to the true cost of the errors, it may be difficult to build a classifier that is coherent with those errors. This remains true even if we know the cost of the errors in advance. Finally, we usually have very little evidence about the relationship between the class distribution and the class error. For example, consider the issue of predicting if a patient has cancer. It is obvious that the difference in cost is quite significant, but we don’t have a way of conducting a cost analysis. In a situation like this, the decision threshold is varied to maximize the cost on the negative class rather than the positive class.

<table>
<thead>
<tr>
<th>Inst. #</th>
<th>Class (True)</th>
<th>Class (Hyp)</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>P</td>
<td>Y</td>
<td>0.999</td>
</tr>
<tr>
<td>2</td>
<td>P</td>
<td>Y</td>
<td>0.999</td>
</tr>
<tr>
<td>3</td>
<td>P</td>
<td>Y</td>
<td>0.992</td>
</tr>
<tr>
<td>4</td>
<td>P</td>
<td>Y</td>
<td>0.988</td>
</tr>
<tr>
<td>5</td>
<td>N</td>
<td>Y</td>
<td>0.974</td>
</tr>
<tr>
<td>6</td>
<td>N</td>
<td>Y</td>
<td>0.955</td>
</tr>
<tr>
<td>7</td>
<td>N</td>
<td>N</td>
<td>0.682</td>
</tr>
<tr>
<td>8</td>
<td>N</td>
<td>N</td>
<td>0.531</td>
</tr>
<tr>
<td>9</td>
<td>N</td>
<td>N</td>
<td>0.480</td>
</tr>
<tr>
<td>10</td>
<td>N</td>
<td>N</td>
<td>0.441</td>
</tr>
</tbody>
</table>

Table 1.5: Scores and classifications of 10 instances.

Even with careful considerations, ROC curves do have disadvantages. A particular point on a ROC graph measures relative sample scores meaning that the results only need to be able to differentiate between positive and negative samples. These results, however, are not required to be accurate. To better illustrate this point, it is best to consider an example. As from Table 1.5, the classifier used mislabeled examples 5 and 6, resulting in an 80% accuracy. However, the ROC curve illustrates a perfect classifier because it was able
to rank the positive samples over the negative samples. This discrepancy is because each metric is measuring something different. Accuracy is measuring the determined classification with respect to a given threshold (score $> 0.5$). If the values are probabilities, the accuracy would not be appropriate, but in this example they are not. This example shows when scores are not properly calibrated and there are methods to overcome this issue. Lastly, relative scoring presents an issue because they generally cannot be compared across model classes. For example, one model could produce scores between 0 and 1 while another might produce scores in the interval of $[1, 100]$. Thus, comparing model performance using a common threshold would not be possible.

Even with the existing issues and assumptions of ROC curves, they have a very attractive quality: they are not sensitive to changes in class distributions. If the proportion of positive to negative samples changes, or the number of negative instances greatly outnumbers the positive instances, ROC graphs are not affected by this. To understand why this is the case, recall the confusion matrix as defined in Table 1.3. The proportion of positive instances to negatives instances is based on information from both the left column (positive class) and the right column (negative class). If a metric uses information from both columns, then it will be sensitive to changes in class skew. Metrics such as accuracy, precision, recall, lift, and the $F_\beta$-score all use values from both columns and will be impressionable to changes in the class distribution even if the classifier performance does not. ROC graphs, on the other hand, are based on the true positive rate and false positive rate. Both of these measures are restricted to a single column calculation.

Finally, since AUC is derived from an ROC curve, then it is also insensitive to changes in class distributions. Even more so, AUC is of interest to researchers because it has a meaningful statistical property: the AUC score is equivalent to the probability that the classifier will rank a randomly chosen positive sample higher than a randomly chosen negative sample. Specifically, we can define AUC as follows:

**Definition 1.1.** For a linear scoring function $f(x) = w^T x$, AUC is

$$
AUC(w) = \Pr(w^T x \geq w^T x' \mid y = 1, y' = -1)
= 1 - \mathbb{E}[\mathbb{1}_{[w^T (x - x') < 0]} \mid y = 1, y' = -1]
$$
Algorithm 3 Calculating the area under an ROC curve

**Input:** $L$ - list of test examples, $f$ - scoring function (probability that an example is positive), $P$ - number of positive sample, $N$ - number of negative samples

**Output:** $A$ - the area under the ROC curve

**Require:** $P > 0$ and $N > 0$

$L_{\text{sorted}} \leftarrow L$ sorted by decreasing $f$ scores

$FP \leftarrow TP \leftarrow 0$

$FP_{\text{prev}} \leftarrow TP_{\text{prev}} \leftarrow 0$

$A \leftarrow 0$

$f_{\text{prev}} \leftarrow -\infty$

$i \leftarrow 1$

while $i \leq |L_{\text{sorted}}|$ do

if $f(i) \neq f_{\text{prev}}$ then

$A \leftarrow A + \text{Trapezoid}_{\text{Area}}(FP, FP_{\text{prev}}, TP, TP_{\text{prev}})$

$f_{\text{prev}} \leftarrow f(i)$

$TP_{\text{prev}} \leftarrow TP$

$FP_{\text{prev}} \leftarrow FP$

end if

if $i$ is a positive sample then

$TP \leftarrow TP + 1$

else

$FP \leftarrow FP + 1$

end if

$i \leftarrow i + 1$

end while

$A \leftarrow A + \text{Trapezoid}_{\text{Area}}(N, FP_{\text{prev}}, P, TP_{\text{prev}})$

$A \leftarrow A / (P \times N) /*$ Scale from $P \times N$ onto the unit square */

where $(x, y), (x', y') \in \mathcal{Z} = \mathcal{X} \times \mathcal{Y}$ are independent.

This definition is equivalent to the Wilcoxon Test of Ranks [38]. In areas where ROC analysis is used, the AUC is also examined for precise model comparison. Computing the AUC score can be easily done by using trapezoids under the graph [7]. The method is summarized in Algorithm 3.

### 1.4 Summary of Thesis

In this thesis, we focus on the task of binary classification for AUC optimization and briefly describe the main contributions of this work below. In the next chapter, we explain the advantages and challenges of training algorithms to maximize the AUC score and review
the related work. In chapter 3, we formulate a modified version of the algorithm previously published in [113] that includes the use of a regularization term to be used as a benchmark for comparison. In chapter 4, we propose the online learning algorithm called Stochastic Proximal AUC Maximization (SPAM) with a theoretical analysis of its convergence of $O(\log T/T)$. We also then demonstrate its effectiveness on standard benchmark data sets. In chapter 5, we propose the batch learning algorithm called Stochastic Primal-Dual AUC Maximization (SPDAM) that achieves a linear convergence rate. We confirm our results by demonstrating the algorithm on standard benchmark data sets. In chapter 6, using the methods discussed in chapters 3, 4, and 5, we test the algorithms on real world data sets for anomaly detection. Finally, the last chapter concludes with a summary of this thesis as well as some possible directions for future work.
Chapter 2

Optimizing AUC and Related Work

Recently, there has been increased interest in developing optimization algorithms for AUC maximization. Since the performance metric is used in so many different fields [89], it is natural to desire to develop algorithms that optimize AUC over accuracy. Progress has been made in both batch and online algorithms, however, the various approaches have severe limitations that hinders their usage in regards to high dimensional data as well as processing streaming data.

In the first section, we will review the advantages and challenges for using AUC to measure classifier performance. In the second section, we will review the related work. We will consider both batch and online algorithms and examine the strengths and weaknesses of the various methods. Specifically, we will examine how the proposed methods overcome the challenges of AUC optimization as well as the theoretical convergence rate.

2.1 Advantages and Challenges of AUC for Measuring Performance

In many application domains, AUC is used as the primary metric for evaluation instead of accuracy. The motivating reason behind this is that, just like with ROC curves, AUC is not susceptible to unequal class distributions. This is a compelling reason to use AUC over accuracy in many different application domains. Even more so, an additional benefit of AUC is that a classification problem can be reconsidered as a ranking problem. By the definition of AUC, the samples are ordered according to positive samples being ranked over negative samples. So not only will the samples be classified, but the samples in the minority class with greatest certainty can be determined. This can be done without an initial ordering of the samples. Only the initial class labels need to be known.

To make a more precise argument as to why AUC is better than accuracy, we first need
some important concepts as to how to compare two learning algorithms. Specifically, when we compare two measures \( f \) and \( g \) for evaluating learning algorithms \( A \) and \( B \), we desire that both \( f \) and \( g \) be consistent with each other, i.e., if \( f \) concludes that algorithm \( A \) is strictly better than algorithm \( B \) then measure \( g \) will not contradict this conclusion. Furthermore, if \( f \) is more discriminating than \( g \), then measure \( f \) should be able to tell the difference between algorithms \( A \) and \( B \), while measure \( g \) can not. We now make the following topics more precise [55] with the following definitions:

Definition 2.1. (Consistency) For two measures \( f \) and \( g \) on domain \( \Omega \), \( f \) and \( g \) are (strictly) consistent if there exists no \( a, b \in \Omega \) such that \( f(a) > f(b) \) and \( g(a) < g(b) \).

Definition 2.2. (Discriminancy) For two measures \( f \) and \( g \) on domain \( \Omega \), \( f \) is (strictly) more discriminating than \( g \) if there exists \( a, b \in \Omega \) such that \( f(a) > f(b) \) and \( g(a) = g(b) \), and there exist no \( a, b \in \Omega \) such that \( g(a) > g(b) \) and \( f(a) = f(b) \).

A good way to gain a better understanding of this is to compare numerical marks and letter marks for grading. Numerical marks are values \( 0, 1, \ldots, 100 \) while letter marks are \( A, B, C, D, \) and \( F \). Clearly numerical marks are consistent with letter marks (and vice versa), but more importantly numerical marks are more discriminating than letter marks, i.e. two students who receive 91 and 93 will both receive an \( A \), but with letter marks it is impossible to determine which student was better. We will now give the probabilistic versions of the previous two definitions:

Definition 2.3. (Degree of Consistency) For two measures \( f \) and \( g \) on domain \( \Omega \), let \( R = \{(a, b)|a, b \in \Omega, f(a) > f(b), g(a) > g(b)\} \) and \( S = \{(a, b) : \Omega, f(a) > f(b), g(a) < g(b)\} \). The degree of consistency of \( f \) and \( g \) is \( C \) \( (0 \leq C \leq 1) \), where \( C = \frac{|R|}{|R| + |S|} \).

Definition 2.4. (Degree of Discriminancy) For two measures \( f \) and \( g \) on domain \( \Omega \), let \( P = \{(a, b)|a, b \in \Omega, f(a) > f(b), g(a) = g(b)\} \) and \( Q = \{(a, b) : \Omega, g(a) > g(b), f(a) = f(b)\} \). The degree of discriminancy for \( f \) over \( g \) is \( D \), where \( D = \frac{|P|}{|Q|} \).

The connection between these two definitions is very important when evaluating two machine learning algorithms. Consider that if \( f \) and \( g \) are consistent with some degree \( C \), then if \( f \) determines that \( A \) is better than \( B \) then there will also be a probability that \( g \) will determine that \( A \) is also better than \( B \). Also, if \( f \) is \( D \) times more discriminating than \( g \), then it is \( D \)
times more likely that \( f \) can determine the difference between algorithms \( A \) and \( B \) where as \( g \) cannot tell the algorithms apart. From this, it should be clear that if we want \( f \) to be a better measure than \( g \), then we require that \( C > 0.5 \) and \( D > 1 \). This leads to the following definition:

**Definition 2.5.** The measure \( f \) is statistically consistent and more discriminating than \( g \) if and only if \( C > 0.5 \) and \( D > 1 \). In this case, we say that \( f \) is a better measure than \( g \).

Using the previous definitions we desire to show that AUC is statistically more consistent and more discriminating than accuracy, by replacing the measure \( f \) by AUC and \( g \) by accuracy. The domain \( \Omega \) is the ranked lists of testing samples (with \( n_- \) negative samples and \( n_+ \) positive samples). To show that AUC is better than accuracy it suffices to show that \( C > 0.5 \) and \( D > 1 \). This is summarized in the following theorems:

**Theorem 2.1** (Theorem 1 in [55]). Given a domain \( \Omega \), let \( R = \{(a,b)|\text{AUC}(a) > \text{AUC}(b), \text{acc}(a) > \text{acc}(b), a, b \in \Omega\} \) and \( S = \{(a,b)|\text{AUC}(a) < \text{AUC}(b), \text{acc}(a) > \text{acc}(b), a, b \in \Omega\} \). Then \( \frac{|R|}{|R|+|S|} > 0.5 \) or \( |R| > |S| \).

**Theorem 2.2** (Theorem 2 in [55]). Given a domain \( \Omega \), let \( P = \{(a,b)|\text{AUC}(a) > \text{AUC}(b), \text{acc}(a) = \text{acc}(b), a, b \in \Omega\} \) and \( Q = \{(a,b)|\text{acc}(a) < \text{acc}(b), \text{AUC}(a) = \text{AUC}(b), a, b \in \Omega\} \). Then \( |P| > |Q| \).

From Theorem 2.1 and Theorem 2.2 it is clear that AUC gives more information about the performance of a classifier than accuracy. These arguments make a strong justification that AUC is a preferred metric over accuracy.

Even with the benefits of using the AUC score for measuring the performance of a classifier, the measure still has some drawbacks. Recall that for a scoring function \( f(x) = w^Tx \), the AUC is defined as

\[
\text{AUC}(f) = P(w^Tx \geq w^T x'|y = 1, y' = -1),
\]

where \((x, y)\) and \((x', y')\) are independent. It is clear from the definition that computing the AUC score is quadratic in nature, meaning that it relies on pairs of samples. Worse yet, those pairs need to be of opposite classes. In a real world scenario, data arrives sequentially,
not in pairs of different classes, making AUC difficult to adopt for streaming data. The computational cost of the AUC score is of critical importance to overcome.

Lastly, an important question to consider is how do AUC and accuracy (or error rate) relate. In [13], such a question was considered by examining the expectation and variance of AUC. For a classification task with $n_+$ positive samples and $n_-$ negative samples, the expected value of AUC is the same as accuracy when $n_+ = n_-$. Otherwise, AUC is a monotonic function of accuracy. This makes it seem that there is nothing to be gained from designing algorithms that optimize AUC, i.e., a classification algorithm that minimizes the error will also optimize the AUC. However, the variance tells a different story entirely. An uneven class distribution will result in having a higher variance. The variance will further be increased by any errors that have been made by the classifier. This contradicts the claim in [109] that the error rate is zero for any error rate with even distributions ($n_+ = n_-$). Overall, optimizing error rate will not lead to an optimized AUC score. Therefore, it is best to optimize the AUC score directly.

2.2 Related Work

Designing algorithms that maximize the AUC score of a classifier is of much importance to researchers. It has been statistically shown that optimizing the error rate does not lead to optimized AUC values [13] and it is best to optimize the AUC score directly, however, doing so has significant challenges that have been addressed in different ways.

One of the first cases of optimizing the AUC score was with decision trees [30]. Typically, accuracy was used to measure the performance of a classifier. However, as argued in Section 1.2, accuracy is not appropriate when the misclassification costs are unequal or unknown. For a binary classification problem with $n$ samples, there are $2^n$ possible classifiers that can be formed. Using ROC analysis, the classification from these classifiers can be viewed as an ordering of the data. This viewpoint has special characteristics such as for a given classifier, there exists a classifier that makes opposite predictions. The authors proposed a AUC-based splitting criterion, instead of an accuracy based approach. To eliminate some of the $2^n$ possibilities, it was determined that the convex hull of the $2^n$ possible outcomes is determined by the ROC points that have optimal labelings of the data. This led to better AUC values without loosing the same degree of accuracy using an accuracy-splitting
Optimizing the AUC score directly, however, presents major challenges due to the pair-wise nature of the method. A common approach was to design algorithms that maximized an approximation of the AUC value [65, 109]. One of the earliest proposed strategies, the RankOpt algorithm, used gradient descent to optimize the AUC score directly by using the AUC statistic as its objective function [39]. AUC can be defined as:

\[
AUC(f) = \frac{\sum_{i=1}^{n_+} \sum_{j=1}^{n_-} I(f(x_i) > f(x_j))}{n_+ n_-}. \tag{2.1}
\]

Clearly from this formulation, AUC is not differentiable. To account for this, the authors replaced the indicator function with the heavy-side function:

\[
g(x) = \begin{cases} 
0 & x < 0 \\
0.5 & x = 0 \\
1 & x > 0.
\end{cases}
\]

AUC can then be reformulated as:

\[
\hat{AUC}(f) = \frac{1}{n_+ n_-} \sum_{i=1}^{n_+} \sum_{j=1}^{n_-} g(f(x_i) - f(x_j)), \tag{2.2}
\]

where (2.2) is an unbiased estimator for AUC. However, the above formulation is again not differentiable. The authors replaced \( g(x) \) by the sigmoid function, \( s(x) = 1/(1 + e^{-x}) \), since \( \lim_{|x| \to \infty} s(x) = g(x) \) implies that for large \( ||x|| \) the sigmoid function is a good approximation for AUC [109]. The first and second derivatives of the sigmoid function can also be easily determined. The computational complexity of the formulation is still \( \mathcal{O}(n^2) \) in the number of observations. To overcome this, the authors proposed the following relationships for two positive class observations \( x_{i_1} \) and \( x_{i_2} \) and two negative class observations \( x_{j_1} \) and \( x_{j_2} \):

\[
(x_{i_1} - x_{j_1}) + (x_{i_2} - x_{j_2}) = (x_{i_1} - x_{j_2}) + (x_{i_2} - x_{j_1}). \tag{2.3}
\]

Note that for these four pairs, the argument to the sigmoid function for any of these is completely determined by the other three pairs. Thus, using all \( n_+ n_- \) pairs is not necessary.
The authors suggest to use only the \((k \mod P)\)-th observation. This gives the following ranking statistic, which is of \(O(n)\) complexity,

\[
R_l(w) = \frac{1}{n} \sum_{j=1}^{n-} s(w^T(x_{(k \mod P)} - x_k))
\] (2.4)

Performing gradient descent on \(R_l(w)\) will lead to an optimized AUC score, however, this is based on an approximation of the AUC score. This does not directly optimize the true AUC.

Another early method for optimizing the AUC score was to use support vector machines [84]. First, the authors considered the setup of trying to learn a linear classifier of the form \(\text{sign}(f(x))\) where \(f(x) = \langle w, x \rangle + b\) and \(w \in \mathbb{R}^d\). AUC optimization is then equivalent to:

\[
\text{AUC} = \frac{\sum_{i=1}^{n^+} \sum_{j=1}^{n^-} \mathbb{I}_{\xi_{ij} > 0}}{n^+ n^-}
\]

\[
\xi_{ij} = f(x_i^+) - f(x_j^-).
\]

Hence the problem of maximizing AUC becomes:

\[
\max_w \frac{1}{n^+ n^-} \sum_{i=1}^{n^+} \sum_{j=1}^{n^-} \mathbb{I}_{\xi_{ij} > 0}
\]

with \(\xi_{ij} = f(x_i^+) - f(x_j^-), 1 \leq i \leq n^+, 1 \leq j \leq n^-\).

Again, this formulation has several issues that need to be addressed. The objective function is not differentiable over the range of \(\xi_{ij}\). Another issue is that the solution might not be unique. To overcome these two issues, an approximated differentiable function is needed along with a regularizer to avoid overfitting. Therefore, AUC optimization is equivalent to the following minimization problem:

\[
\min_w \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n^+} \sum_{j=1}^{n^-} \xi_{ij}
\]

with \(f(x_i^+) \geq f(x_j^-) + \rho - \xi_{ij}, 1 \leq i \leq n^+, 1 \leq j \leq n^-\)

\[
\xi_{ij} \geq 0, 1 \leq i \leq n^+, 1 \leq j \leq n^-.
\]
The parameter $C$ allows for trade-off between the regularization term and the constraint violation $\xi_{ij}$. It is important to note that the authors chose a linear function of $\xi_{ij}$. Other works have done this in a similar manner [109]. The above optimization problem can now be easily solved via Lagrange multipliers. The Lagrangian function of the above optimization is:

$$L(w, \xi_{ij}) = \frac{1}{2} ||w||^2 + C \sum_{i,j=1}^{n_+, n_-} \xi_{ij} - \sum_{i,j=1}^{n_+, n_-} \alpha_{ij}((w, x^+_i - x^-_j)) - \rho + \xi_{ij}) - \sum_{i,j=1}^{n_+, n_-} \gamma_{ij}\xi_{ij}.$$ 

The Lagrangian derivatives are:

$$\frac{\partial L}{\partial w} = w - \sum_{i,j=1}^{n_+, n_-} \alpha (x^*_i - x^*_j),$$

$$\frac{\partial L}{\partial \xi_{u,v}} = C - \alpha_{u,v} - \gamma_{u,v}.$$ 

Using the above derivatives leads to the following dual optimization problem:

$$\max_{\alpha} \frac{1}{2} \sum_{i,j=1}^{n_+, n_-} \sum_{u,v=1}^{n_+, n_-} \alpha_{i,j} \alpha_{u,v} (x^*_i - x^*_j, x^*_u - x^*_v) + \rho \sum_{i,j=1}^{n_+, n_-} \alpha_{i,j}$$

with $C \geq \alpha_{i,j} \geq 0$.

This quadratic optimization problem can then be solved using classical algorithms such as interior point or active constraint methods. Similarly to classical SVM, $w$ shows that the decision function depends only on the data points. For this specific case, it only depends on the difference between negative and positive pairings:

$$f(x) = \sum_{i,j=1}^{n_+, n_-} \alpha^*_{i,j} (x^+_i - x^-_j, x) + b,$$

where $\alpha^*_{i,j}$ are the solutions to the dual problem.

Recently, there has been work in creating online algorithms for maximizing the performance of a classifier by maximizing the AUC score. The first of which, Online AUC Maximization (OAM) [118], attempts to overcome the issue of the quadratic nature of computing the AUC score. The algorithm begins with the following objective function using
Algorithm 4 Online AUC Maximization (OAM)

Input: the penalty parameter $C$, the maximum buffer size $N_+$ and $N_-$

Initialize: $w_1 = 0$, $B_1^+ = B_1^- = 0$, $N_1^+ = N_1^- = 0$

for $t = 1, 2, \ldots, T$ do

Receive training instance $(x_t, y_t)$

if $y_t = +1$ then

$N_t^{t+1} = N_t^+ + 1$, $N_t^{t+1} = N_t^-$, $B_t^{t+1} = B_t^-$

$C_t = C \max(1, N_t^+, N_-)$

$B_t^{t+1} = \text{UpdateBuffer}(B_t^+, x_t, N_t^+, N_t^{t+1})$

$w_{t+1} = \text{UpdateClassifier}(w_t, y_t, C_t, B_t^{t+1})$

else

$N_t^{t+1} = N_t^- + 1$, $N_t^{t+1} = N_t^-$, $B_t^{t+1} = B_t^+$

$C_t = C \max(1, N_t^+, N_-)$

$B_t^{t+1} = \text{UpdateBuffer}(B_t^-, x_t, N_t^-, N_t^{t+1})$

$w_{t+1} = \text{UpdateClassifier}(w_t, y_t, C_t, B_t^{t+1})$

end if

end for

hinge loss:

$$L(w) = \frac{1}{2} \|w\|^2 + \sum_{i=1}^{n_+} \sum_{j=1}^{n_-} \max\{0, 1 - w^T(x_i^+ - x_j^-)\}.$$ (2.5)

To overcome this challenge, the authors rewrite the loss function as a sum of losses for individual instances, i.e. $L(w) = \sum_{t=1}^{T} L_t(w)$ where:

$$L_t(w) = \mathbb{I}_{y_t=1} h_t^+(w) + \mathbb{I}_{y_t=-1} h_t^-(w).$$ (2.6)

In (2.6), $h_t^\pm(w)$ are defined as:

$$h_t^+(w) = \sum_{t'=1}^{t-1} \mathbb{I}_{y_{t'}=-1} \ell(w, x_t - x_{t'})$$

and

$$h_t^-(w) = \sum_{t'=1}^{t-1} \mathbb{I}_{y_{t'}=+1} \ell(w, x_{t'} - x_t).$$ (2.7)

From this, the main idea behind the algorithm is to use reservoir sampling [105]. Specifically, for a given training sample $(x_t, y_t)$, it will be added to the buffer $B_t^+$ if $|B_t^+| < N_{y_t}$. Otherwise, with probability $\frac{N_{y_t}}{N_{y_t} + 1}$, the buffer will be updated by randomly replacing one instance in $B_t^+$ with $x_t$. This is summarized in Algorithm 5. Although not all samples need to be stored, a buffer of sufficient size still needs to be maintained. Different variations of the algorithm were proposed. These methods are summarized in Algorithm 6 and Algorithm 7. A drawback of the algorithm is that some samples still need to be stored. This could prove
Algorithm 5 A Reservoir Sampling Approach for UpdateBuffer

Input:
- $B^t$: the current buffer
- $x_t$: a training instance
- $N$: the buffer size
- $N_{t+1}$: the number of instances received till trial $t$

Output: Updated buffer $B^{t+1}$

if $|B^t| < N$ then
    $B^{t+1} = B^t \cup \{x_t\}$
else
    Sample $Z$ from a Bernoulli distribution with $\Pr(Z = 1) = N/N_{t+1}$
    if $Z = 1$ then
        Randomly delete an instance from $B^t$
        $B^{t+1} = B^t \cup \{x_t\}$
    end if
end if
Return $B^{t+1}$

challenging with high dimensional data, however, the novelty of the algorithm at the time provided a path forward to design algorithms that directly optimize the AUC score. The various versions all converge with the same rate of $O(1/\sqrt{T})$.

One-Pass AUC Maximization (OPAUC) [34], again began with a similar objective function, but instead used the least square loss:

$$L(w) = \frac{\lambda}{2} \|w\|^2 + \sum_{i=1}^{n_+} \sum_{j=1}^{n_-} \frac{(1 - w^T(x_i^+ - x_j^-))^2}{2n_+n_-}. \quad (2.9)$$

To address the challenge of $L(w)$, the authors modified the loss function, similarly like OAM, to a sum of losses over individual samples, i.e. $L(w) = \sum_{i=1}^{T} L_i(w)$ where:

$$L_i(w) = \frac{\lambda}{2} \|w\|^2 + \frac{\sum_{i=1}^{t-1} \mathbb{I}[y_i \neq y_t](1 - y_t(x_t - x_i)^T w)^2}{2 \{ i \in [t-1] : y_i y_t = -1 \}}. \quad (2.10)$$
Algorithm 6 A Sequential Updating Approach for UpdateClassifier

Input:
- \( \mathbf{w}_t \): the current classifier
- \((\mathbf{x}_t, y_t)\): a training example
- \( B \): the buffer to which the training example will be compared
- \( C_t \): a parameter that weights the comparison between \((\mathbf{x}_t, y_t)\) and \( B \)

Output: Updated classifier \( \mathbf{w}_{t+1} \)

Initialize: \( \mathbf{w}_1^1 = \mathbf{w}_t \) and \( i = 1 \)

for \( \mathbf{x} \in B \) do

    Update classifier \( \mathbf{w}^i \) by

    \[
    \mathbf{w}^i = \arg\min_{\mathbf{w}} |\mathbf{w} - \mathbf{w}^i|^2 + C_t \ell(\mathbf{w}, y_t(\mathbf{x}_t - \mathbf{w})) \tag{2.8}
    \]

    \( i = i + 1 \)

end for

Return \( \mathbf{w}_{t+1} = \mathbf{w}_{|B|+1} \)

Then taking the gradient of \( L_t(\mathbf{w}) \) when \( y_t = 1 \) gives

\[
\nabla L_t(\mathbf{w}) = \lambda \mathbf{w} + \mathbf{x}_t\mathbf{x}_t^T - \mathbf{x}_t + \sum_{i:y_i = -1} \left( \mathbf{x}_i + (\mathbf{x}_i\mathbf{x}_i^T - \mathbf{x}_i\mathbf{x}_i^T - \mathbf{x}_i\mathbf{x}_i^T)\mathbf{w} \right) / T_t^- .
\]

The authors noticed that is is easy to observe that: \( c_t^- = \sum_{i:y_i = -1} \mathbf{x}_i / T_t^- \) and \( S_t^- = \sum_{i:y_i = -1} (\mathbf{x}_i\mathbf{x}_i^T - c_t^- [c_t^-]^T) / T_t^- \) correspond to the mean and covariance matrix of the negative class. Thus we have:

\[
\nabla L_t(\mathbf{w}) = \lambda \mathbf{w} - \mathbf{x}_t + c_t^- + (\mathbf{x}_t - c_t^-)(\mathbf{x}_t - c_t^-)^T \mathbf{w} + S_t^- \mathbf{w} . \tag{2.11}
\]

We can repeat this process for when \( y_t = 1 \). This gives that:

\[
\nabla L_t(\mathbf{w}) = \lambda \mathbf{w} + \mathbf{x}_t - c_t^+ + (\mathbf{x}_t - c_t^+)(\mathbf{x}_t - c_t^+)^T \mathbf{w} + S_t^+ \mathbf{w} , \tag{2.12}
\]

where \( c_t^+ = \sum_{i:y_i = 1} \mathbf{x}_i / T_t^+ \) and \( S_t^+ = \sum_{i:y_i = 1} (\mathbf{x}_i\mathbf{x}_i^T - c_t^+[c_t^+]^T) / T_t^+ \) correspond to the mean and covariance matrix of the positive class. We can then update the mean for both the
Algorithm 7 A Gradient Updating Approach for UpdateClassifier

Input:

- \( w_t \): the current classifier
- \((x_t, y_t)\): a training example
- \( B \): the buffer to which the training example will be compared
- \( C_t \): a parameter that weights the comparison between \((x_t, y_t)\) and \( B \)

Output: Updated classifier \( w_{t+1} \)

Initialize: \( w_{t+1} = w_t \) and \( i = 1 \)

for \( x \in B \) do
  if \( y_t w_t \cdot (x_t - x) \leq 1 \) then
    \( w_{t+1} = w_{t+1} + C_t y_t (x_t - x)/2 \)
  end if
end for

Return \( w_{t+1} \)

negative and positive class as follows:

\[
c_t^{-} = c_{t-1}^{-} + \frac{1}{T_t^{-}} (x_t - c_{t-1}^{-}), \quad c_t^{+} = c_{t-1}^{+} + \frac{1}{T_t^{+}} (x_t - c_{t-1}^{+}). \tag{2.13}
\]

To update the covariance matrices, we can define \( \Gamma_0^{-} = \Gamma_0^{+} = [0]_{d \times d} \) to be the covariance matrix for the positive and negative classes. Then at each iteration the covariance matrices for the positive and negative classes can be updated as follows:

\[
\Gamma_t^{-} = \Gamma_{t-1}^{-} + \frac{x_t x_t^T - \Gamma_{t-1}^{-}}{T_t^{-}} + c_{t-1}^{-}[c_{t-1}^{-}]^T - c_{t}^{-}[c_{t}^{-}]^T, \tag{2.14}
\]
\[
\Gamma_t^{+} = \Gamma_{t-1}^{+} + \frac{x_t x_t^T - \Gamma_{t-1}^{+}}{T_t^{+}} + c_{t-1}^{+}[c_{t-1}^{+}]^T - c_{t}^{+}[c_{t}^{+}]^T. \tag{2.15}
\]

Once the gradient has been calculated, then the solution of \( w_{t+1} \) is updated by \( w_{t+1} = w_t - \eta_t \nabla L(w_t) \). A summary of the algorithm is in Algorithm 8. However, an issue is that the mean and covariance matrices need to be stored. In particular, the storage of the covariance matrix is of the order \( O(d^2) \). For high dimensional data, this could become problematic. The authors anticipated this and reasoned that the covariance matrix could be approximated by a low rank matrix, however, the results are not as strong. Just as with OAM, OPAUC has a convergence rate of \( O(1/\sqrt{T}) \), however, the algorithm may be hindered
by the storage of the covariance matrix.

Similarly, to OAM and OPAUC, a sub-gradient method for AUC maximization has also been proposed [21]. The Adaptive Online AUC Maximization (AdaOAM) algorithm is based on the same ideas and assumptions as OPAUC [34]. Taking the same loss function as in (2.10), the mean and covariance matrix of the positive and negative classes can be calculated as before. Once the gradient $g_t = \nabla L_t(w_t)$ has been calculated, the critical step is to move the current solution $w_t$ in the opposite direction of the gradient $g_t$ while maintaining the constraint $\|w_{t+1}\| \leq 1/\sqrt{\lambda}$ for the projected gradient update [120]:

$$w_{t+1} = \Pi_{\|w\| \leq 1/\sqrt{\lambda}} (w_t - \eta g_t) = \arg \min_{\|w\| \leq 1/\sqrt{\lambda}} \|w - (w_t - \eta g_t)\|_2^2,$$

(2.16)

since $\|w_\star\| \leq 1/\sqrt{\lambda}$. A critical issue though is that the above assigns different features with the same learning rate. To perform feature-wise gradient updating, the authors proposed a second-order gradient optimization method, Adaptive Gradient Updating inspired by [23]. The algorithm is summarized in Algorithm 9. The notation $g_{1:t} = [g_1 \ldots g_t]$ is the matrix obtained by concatenating the gradient sequences together. Additionally, the $i$-th row of this matrix given by $g_{1:t,i}$ which, accidentally, is also a concatenation of the $i$-th component
Algorithm 9 Adaptive Online AUC Maximization (AdaOAM)

**Input:** The regularization parameter $\lambda$, the learning rate $\{\eta_t\}_{t=1}^T$, the smooth parameter $\delta \geq 0$.

**Output:** Updated classifier $w_t$.

**Variables:** $s \in \mathbb{R}^d$, $H \in \mathbb{R}^{d \times d}$, $g_{1:t,i} \in \mathbb{R}^t$ for $i \in \{1, ..., d\}$.

**Initialize:** $w_0 = 0$, $c_0^+ = c_0^- = 0$, $\Gamma^+_0 = \Gamma^-_0 = [0]_{d \times d}$, $T^+_0 = T^-_0 = 0$, $g_{1:0} = []$.

for $t = 1, 2, ..., T$ do
  Receive an incoming instance $(x_t, y_t)$
  if $y_t = 1$ then
    $T^+_t = T^+_{t-1} + 1$, $T^-_t = T^-_{t-1}$
    $c^+_t = c^+_{t-1} + \frac{1}{T^+_t}(x_t - c^+_{t-1})$ and $c^-_t = c^-_{t-1}$
    Update $\Gamma^+_t$ and $\Gamma^-_t = \Gamma^-_{t-1}$
    Receive gradient $g_t = \nabla L_t(w)$
    Update $g_{1:t} = [g_{1:t-1}g_t]$, $s_{t,i} = ||g_{1:t,i}||_2$
    $H_t = \delta I + \text{diag}(s_t)$
    $\hat{g}_t = H_t^{-1}g_t$
  else
    $T^+_t = T^+_{t-1}$, $T^-_t = T^-_{t-1} + 1$
    $c^+_t = c^-_{t-1} + \frac{1}{T^-_t}(x_t - c^-_{t-1})$ and $c^-_t = c^+_{t-1}$
    Update $\Gamma^-_t$ and $\Gamma^+_t = \Gamma^+_{t-1}$
    Receive gradient $g_t = \nabla L_t(w)$
    Update $g_{1:t} = [g_{1:t-1}g_t]$, $s_{t,i} = ||g_{1:t,i}||_2$
    $H_t = \delta I + \text{diag}(s_t)$
    $\hat{g}_t = H_t^{-1}g_t$
  end if
  $w_t = \Pi_{1/\sqrt{\lambda}}(w_{t-1} - \eta_t\hat{g}_t)$
end for

of each gradient. Lastly, the outer matrix product is denoted by $G_t = \sum_{r=1}^t g_r g_r^T$. Using these previous notations, the generalization of the standard adaptive gradient descent leads to the following weight update:

$$w_{t+1} = \Pi_{\|w\| \leq 1/\sqrt{\lambda}}(w_t - \eta G_t^{-1/2}g_t) = \min_{\|w\| \leq 1/\sqrt{\lambda}} \|w - (w_t - \eta G_t^{-1/2}g_t)\| G_t^{1/2}$$

$$= \arg \min_{\|w\| \leq 1/\sqrt{\lambda}} \langle w - (w_t - \eta G_t^{-1/2}g_t), G_t^{1/2}(w - (w_t - \eta G_t^{-1/2}g_t)) \rangle.$$  

The above equation is just the Mahalanobis norm for the projection of a point onto the set $\{w||w|| \leq 1/\sqrt{\lambda}\}$. A major drawback of this algorithm is that a large amount of time will
be needed to calculate the root and inverse root of the outer matrix $G_t$ for high dimensional data. To enable the algorithm to handle high dimensional data, a diagonal proxy of $G_t$ is used to make the update:

$$w_{t+1} = \Pi_{\|w\| \leq 1/\sqrt{\lambda}} (w_t - \eta \text{diag}(G_t)^{-1/2} g_t).$$

(2.17)

This will enable the root and inverse root of \text{diag}(G_t) to be computed in linear time. However, this results in one last issue to consider that \text{diag}(G_t) might not be invertible. To handle this issue, take $H_t = \delta I + \text{diag}(G_t)^{1/2}$, where $\delta > 0$ is very small. This will ensure that the diagonal matrix is invertible and the algorithm is robust. So given $H_t$, the update of the feature-wise adaptive update then becomes:

$$w_{t+1} = \Pi_{\|w\| \leq 1/\sqrt{\lambda}} (w_t - \eta H_t g_t)$$

(2.18)

AdaOAM should have a lower regret bound than non-adaptive algorithms due to its using the geometry of the data space. The gradient terms should be smaller than $\sqrt{T}$. If the feature space is dense, then the convergence rate will be $O(1/\sqrt{T})$ just as in OPAUC and OAM.

Recently, the work done by [113] considers the least square loss function and takes an entirely different approach. The authors assume that the training data $z = \{(x_i, y_i), i = 1, \ldots, n\}$ is i.i.d., and drawn from an unknown distribution $\rho$ on $Z = X \times Y$. Recall that for a given scoring function $f : X \rightarrow \mathbb{R}$, the area under the ROC curve (AUC) is the probability of a positive sample ranking higher than a negative sample [10]. Therefore, the AUC is:

$$\text{AUC}(f) = \Pr(f(x) > f(x') | y = +1, y' = -1),$$

(2.19)

where $(x, y)$ and $(x', y')$ are independently drawn from $\rho$. As previously discussed, we want the classifier with the ROC curve that dominates all others, i.e., has the greatest AUC score. So the target of AUC maximization is to find the optimal decision function $f$:

$$\arg\max_f \text{AUC}(f) = \arg\min_f \Pr(f(x) < f(x') | y = 1, y' = -1)$$

$$= \arg\min_f \mathbb{E} \left[ \mathbb{I}_{f(x') - f(x) > 0} | y = 1, y' = -1 \right],$$

(2.20)
where $\mathbb{I}()$ is the indicator function. Define $p = \Pr(y = 1)$ and recall that for any random variable $\xi(z)$, its conditional expectation is defined by $\mathbb{E}[\xi(z) | y = 1] = \frac{1}{p} \int \xi(z) \mathbb{I}_{y=1} d\rho(z)$. Since $\mathbb{I}(\cdot)$ is not continuous, it is often replaced by a convex surrogates. The authors used the $\ell_2$ loss, as it has been shown to be statistically consistent with AUC while the hinge loss is not [35]. AUC maximization can be formulated by

$$
\arg\min_{w} \mathbb{E}\left[(1 - w^\top (x - x'))^2 | y = 1, y' = -1\right] + \frac{\lambda}{2} \|w\|^2
$$

This objective function can be exploited to reduce this problem from a double integral to a single integral. Equation (3.2) can be reformulated as a stochastic saddle point problem (SPP) [70].

**Definition 2.6.** A stochastic SPP is generally in the form of

$$
\min_{u \in \Omega_1} \max_{\alpha \in \Omega_2} \{ f(u, \alpha) := \mathbb{E}[F(u, \alpha, \xi)] \},
$$

where $\Omega_1 \subseteq \mathbb{R}^d$ and $\Omega_2 \subseteq \mathbb{R}^m$ are nonempty closed convex sets, $\xi$ is a random vector with non-empty measurable set $\Xi \subseteq \mathbb{R}^p$, and $F : \Omega_1 \times \Omega_2 \times \Xi \to \mathbb{R}$. Here $\mathbb{E}[F(u, \alpha, \xi)] = \int_{\Xi} F(u, \alpha, \xi) d\Pr(\xi)$, and function $f(u, \alpha)$ is convex in $u \in \Omega_1$ and concave in $\alpha \in \Omega_2$. In general, $u$ and $\alpha$ are referred to as the primal variable and the dual variable, respectively.

In order to state the main result, we first define $F : \mathbb{R}^d \times \mathbb{R}^3 \times \mathcal{Z} \to \mathbb{R}$, for any $w \in \mathbb{R}^d$, $a, b, \alpha \in \mathbb{R}$ and $z = (x, y) \in \mathcal{Z}$, by

$$
F(w, a, b, \alpha; z) = (1 - p)(w^\top x - a)^2 \mathbb{I}_{y=1} + p(w^\top x - b)^2 \mathbb{I}_{y=-1}
$$

$$
+ 2(1 + \alpha)(pw^\top x \mathbb{I}_{y=-1} - (1 - p)w^\top x \mathbb{I}_{y=1}) - p(1 - p)\alpha^2.
$$

**Theorem 2.3** (Theorem 1 in [113]). The AUC optimization (3.3) is equivalent to

$$
\min_{w \in \mathbb{R}^d} \max_{\alpha \in \mathbb{R}} \{ f(w, a, b, \alpha) := \int_{\mathcal{Z}} F(w, a, b, \alpha; z) d\rho(z) \}.
$$

The authors applied projected gradient descent to solve the above formulation as in [70].
Algorithm 10 Stochastic Online AUC Maximization (SOLAM)

Input: Step size \( \{\gamma_t\}_{t=1}^T \).

Initialize: \( v_1 \in \Omega_1, \alpha_1 \in \Omega_2 \), and let \( \hat{p}_0 = 0, \bar{v}_0 = 0, \bar{\alpha}_0 = 0, \bar{\gamma}_0 = 0 \).

for \( t = 1, 2, \ldots, T \) do

Receive training instance \((x_t, y_t)\) and compute \( \hat{p}_t = \frac{(t-1)\hat{p}_{t-1} + \| y_t \|=1}{t} \)

Update \( v_{t+1} = P_{\Omega_1}(v_t - \gamma_t \partial_v \hat{F}_t(v_t, \alpha_t, z_t)) \)

Update \( \alpha_{t+1} = P_{\Omega_2}(\alpha_t - \gamma_t \partial_\alpha \hat{F}_t(v_t, \alpha_t, z_t)) \)

Update \( \bar{\gamma}_t = \bar{\gamma}_{t-1} + \gamma_t \)

Update \( \bar{v}_t = \frac{1}{\bar{\gamma}_t}(\bar{\gamma}_{t-1}\bar{v}_{t-1} + \gamma_t v_t) \), and \( \bar{\alpha}_t = \frac{1}{\bar{\gamma}_t}(\bar{\gamma}_{t-1}\bar{\alpha}_{t-1} + \gamma_t \alpha_t) \)

end for

Since the value of \( p \) is generally unknown, an unbiased stochastic estimator of the true gradient to perform was used instead:

\[
\hat{F}_t(v, \alpha, z) = (1 - \hat{p}_t)(w^\top x - a)^2\mathbb{1}_{[y=1]} + \hat{p}_t(w^\top x - b)^2\mathbb{1}_{[y=-1]} + 2(1 + \alpha)(\hat{p}_t w^\top x \mathbb{1}_{[y=-1]} - (1 - \hat{p}_t) w^\top x \mathbb{1}_{[y=1]}) - \hat{p}_t(1 - \hat{p}_t) \alpha^2. \tag{2.25}
\]

where \( \hat{p}_t = \frac{\sum_{i=1}^t \mathbb{1}_{[y_i=1]}}{t} \) at iteration \( t \) and \( v = (w, a, b) \). For each iteration \( t \), the method uses the stochastic estimator

\[
\hat{G}_t(v, \alpha, z) = (\partial_v \hat{F}_t(v, \alpha, z), -\partial_\alpha \hat{F}_t(v, \alpha, z)) \tag{2.26}
\]

to replace the unbiased, but practically inaccessible, stochastic estimator \( G(v, \alpha, z) \). Assume \( \kappa = \sup_{x \in X} \| x \| < \infty \), and recall that \( \| w \| \leq R \). It is important to note that \((w, a, b)\) and \( \alpha \) can be restricted to the following bounded domains:

\[
\Omega_1 = \{(w, a, b) \in \mathbb{R}^{d+2} : \| w \| \leq R, |a| \leq R \kappa, |b| \leq R \kappa \}
\]

\[
\Omega_2 = \{\alpha \in \mathbb{R} : |\alpha| \leq 2R \kappa \}.
\]

In this case, the projection steps (e.g. steps 4 and 5) in SOLAM can be easily computed. The pseudo-code of the online AUC optimization algorithm is described in Algorithm 10.

As for the convergence analysis, the authors used the duality gap to measure the performance of an approximate solution:

\[
\varepsilon_f(\bar{v}_t, \bar{\alpha}_t) = \max_{\alpha \in \Omega_2} f(\bar{v}_t, \alpha) - \min_{v \in \Omega_1} f(v, \bar{\alpha}_t), \tag{2.27}
\]
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Algorithm 11 Fast Stochastic AUC Maximization (FSAUC)

Set: $m = \left\lfloor \frac{1}{2} \log_2 \frac{2n}{\log_2 n} \right\rfloor - 1$, $n_0 = \lfloor n/m \rfloor$, $R_0 = 2\sqrt{1 + 2\kappa^2}$, $G > \max((1 + 4\kappa)(R + 1), 2\kappa(2R + 1 + 2\kappa R), 2\kappa(4\kappa R + 11R + 1))$, $\beta_0 = (1 + 8\kappa)^2$, and $D_0 = 2\sqrt{2\kappa R_0}$

Initialize: $\hat{v}_0 = 0 \in \mathbb{R}^{d+2}$, $\hat{\alpha}_0 = 0$

for $t = 1, 2, ..., T$ do

Set $\eta_k = \frac{\beta_{k-1}}{Gv_2n_0} R_{k-1}$

Call PDSG to obtain

$$(\hat{v}_k, \hat{\alpha}_k, \beta_k, R_k, D_k) = \text{PDSG}(\hat{v}_{k-1}, \hat{\alpha}_{k-1}, \beta_{k-1}, R_{k-1}, D_{k-1}, n_0, \eta_k)$$ (2.28)

end for

Return $\hat{v}_m$

which results in a convergence rate of $O(1/\sqrt{T})$. While the convergence rate is obtained by choosing decaying step sizes, one can establish a similar result when a constant step size is appropriately chosen.

Continuing with the work based on [113] was expanded upon by [59]. The authors proposed a similar primal-dual style algorithm, but with a constant step size. The primal variables $w$, $a$, and $b$ and the dual variable $\alpha$ are projected into an intersection of their constrained domains and an $\ell_2$ balled centered at the initial solution. These modifications allow the algorithm to achieve a $O(1/T)$ convergence rate by way of a geometrically decreasing radius $r$. The method is summarized in Algorithms 11 and 12.

A completely different approach to optimizing AUC, or rather any other metric that can be computed from the contingency table, was based on the sparse approximation algorithm for structural SVMs [100, 102]. This new method can be interpreted as a generalization of

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Loss</th>
<th>Penalty</th>
<th>Storage</th>
<th>Iteration</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>OAM</td>
<td>General</td>
<td>$L^2$</td>
<td>$O(sd)$</td>
<td>$O(sd)$</td>
<td>$O(1/\sqrt{T})$</td>
</tr>
<tr>
<td>AdaOAM</td>
<td>General</td>
<td>$L^2$</td>
<td>$O(td)$</td>
<td>$O(td)$</td>
<td>$O(1/\sqrt{T})$</td>
</tr>
<tr>
<td>OPAUC</td>
<td>Least-Square</td>
<td>$L^2$</td>
<td>$O(d^2)$</td>
<td>$O(d^2)$</td>
<td>$O(1/\sqrt{T})$</td>
</tr>
<tr>
<td>SOLAM</td>
<td>Least-Square</td>
<td>$L^2$</td>
<td>$O(d)$</td>
<td>$O(d)$</td>
<td>$O(1/\sqrt{T})$</td>
</tr>
</tbody>
</table>

Table 2.1: A comparison of existing online algorithms for AUC maximization. Note that $s$ is the buffer size and $t$ is the current iteration.
Algorithm 12 PDSG(\(v_1, \alpha_1, r, D, T, \eta\))

**Initialize:** \(\hat{A}_+ \in \mathbb{R}^{d+2}, \hat{A}_- \in \mathbb{R}^{d+2}, T_+, T_- \), \(\hat{p} \in \mathbb{R}\) as zeros

for \(t = 1, 2, ..., T\) do
  Receive a sample \(z_t = (x_t, y_t)\)
  Update \(\hat{A}_+, \hat{T}_+, \hat{p}\) using data \(z_t\)
  \(v_{t+1} = \Pi_{\Omega_1 \cap B(v_1, r)}(v_t - \eta \partial_{v} \hat{F}_t(v_t, \alpha_t, z_t))\)
  \(\alpha_{t+1} = \Pi_{\Omega_1 \cap B(\alpha_1, r)}(\alpha_t + \eta \partial_{\alpha} \hat{F}_t(v_t, \alpha_t, z_t))\)
end for

Compute \(\bar{v}_T = \frac{1}{T} \sum_{t=1}^{T} v_t\) and \(\hat{\alpha}_T = (\hat{A}_- - T_- - \hat{A}_+ T_+)^T \bar{v}_T\)

Let \(r = r/2\)

Update \(\beta, D\) according to lemma 1

Return \((\bar{v}_T, \hat{\alpha}, \beta, r, D)\)

Algorithm 13 Algorithm for Solving Quadratic Problem of Multivariate SVM\(^\Delta\)\(_\text{multi}\)

**Input:** \(\bar{x} = (x_1, ..., x_n), \bar{y} = (y_1, ..., y_n), C, \epsilon, \bar{Y}\)

\(C \leftarrow \emptyset\)

while \(C\) is changing do
  \(\bar{y}' \leftarrow \arg\max_{\bar{y}' \in \bar{Y}} \{\Delta(\bar{y}, \bar{y}') + \bar{w}^T \Psi(\bar{x}, \bar{y}')\}\)
  \(\xi \leftarrow \max_{\bar{y}' \in C} \{\max\{0, \Delta(\bar{y}', \bar{y}) - \bar{w}^T[\Psi(\bar{w}, \bar{y}) - \Psi(\bar{x}, \bar{y}')]\}\}\)

  if \(\Delta(\bar{y}, \bar{y}') - \bar{w}^T[\Psi(\bar{w}, \bar{y}) - \Psi(\bar{x}, \bar{y}')] > \xi + \epsilon\) then
    \(C \leftarrow C \cup \{\bar{y}'\}\)
    \(w \leftarrow \text{optimize SVM}\(_\text{\Delta multi}\) objective over } C\)
  end if
end while

Return \(w\)

SVMs [41]. To describe this method, we first begin with the following optimization problem:

\[
\min_{w, \xi \geq 0} \frac{1}{2} w \cdot w + C \sum_{i=1}^{n} \xi_i
\]

s.t. : \(\forall i = 1 : y_i[w \cdot x_i] \geq 1 - \xi_i\). \hspace{1cm} (2.29)

The symbols in the above formulation have standard meanings. Essentially, if a training sample is not on the correct side of the hyperplane, the slack variable \(\xi_i\) will be greater than 1 giving that \(\sum_{i=1}^{n} \xi_i\) is an upper bound on the number of errors.

To use this problem to allow SVMs to optimize different non-linear classifiers, the main idea is to consider the learning problem as a multivariate prediction problem. Many algorithms define the function \(f\) to be learned to only consider a single feature vector \(x\)
Algorithm 14 Algorithm for computing argmax with loss functions that can be computed with the contingency table

Input: \( \bar{x} = (x_1, ..., x_n), \bar{y} = (y_1, ..., y_n), \mathcal{Y} \)
\((i_1^p, ..., i_{#pos}^p) \leftarrow \) sort \( \{i : y_i = 1\} \) by \( w^T x_i \)
\((i_1^n, ..., i_{#neg}^n) \leftarrow \) sort \( \{i : y_i = -1\} \) by \( w^T x_i \)
for \( a \in [0, ..., #pos] \) do
  \( c \leftarrow #pos - a \)
  Set \( y'_1, ..., y'_{i_a} \) to 1 AND set \( y'_{i_{a+1}}, ..., y'_{#pos} \) to -1
  for \( d \in [0, ..., #neg] \) do
    \( b \leftarrow #neg - d \)
    Set \( y'_1, ..., y'_{i_b} \) to 1 AND set \( y'_{i_{b+1}}, ..., y'_{#neg} \) to -1
    \( v \leftarrow \Delta(a, b, c, d) + w^T \sum_{i=1}^{n} y'_i x_i \)
    if \( v \) is the largest so far then
      \( \bar{y}^* \leftarrow (y'_1, ..., y'_n) \)
    end if
  end for
end for
Return \( \bar{y}^* \)

and single label \( y \in \{\pm 1\} \). Instead the authors consider a function \( \bar{f} : \mathcal{X} \rightarrow \mathcal{Y} \) where \( \mathcal{X} = X \times ... \times X \) and \( \mathcal{Y} = \{\pm 1\}^n \) are the set of all possible vectors. To determine the mapping, the authors consider the function of the following form:

\[
\bar{h}_w(\bar{x}) = \arg\max_{\bar{y}' \in \mathcal{Y}} \left\{ w^T \Psi(\bar{x}, \bar{y}') \right\}
\]  

(2.30)

For a fixed parameter \( w \) and \( \Psi \), a function that returns a vector that describes the relationship between \( \bar{x} \) and \( \bar{y}' \), the function gives the tuple \( \bar{y}' \) of labels that gives the highest score according to a linear function. The authors restricted their results to \( \Psi \) of the form:

\[
\Psi(\bar{x}, \bar{y}') = \sum_{i=1}^{n} y'_i x_i.
\]  

(2.31)

In other words, the argmax is achieved when \( y'_i \) is assigned to \( h(x_i) \). A benefit of this formulation is that this is equivalent to the original SVM problem, however, we can reformulate
Algorithm 15 Algorithm for computing argmax with ROCArea-loss

\textbf{Input:} \( \bar{x} = (x_1, ..., x_n), \bar{y} = (y_1, ..., y_n), \bar{Y} \)

\textbf{for} \( i \in \{ i : y_i = 1 \} \) \textbf{do}
\[ s_i \leftarrow -0.25 + w^T x_i \]
\textbf{end for}

\textbf{for} \( i \in \{ i : y_i = -1 \} \) \textbf{do}
\[ s_i \leftarrow 0.25 + w^T x_i \]
\textbf{end for}

\((r_1, ..., r_n) \leftarrow \text{sort} \{1, ..., n\} \text{ by } s_i\)

\( s_p = \#\text{pos}, s_n = 0 \)

\textbf{for} \( i \in \{1, ..., n\} \) \textbf{do}
\textbf{if} \( y_{r_i} > 0 \) \textbf{then}
\[ c_{r_i} \leftarrow (\#\text{neg} - 2s_n) \]
\[ s_p \leftarrow s_p - 1 \]
\textbf{else}
\[ c_{r_i} \leftarrow (-\#\text{pos} + 2s_p) \]
\[ s_n \leftarrow s_n + 1 \]
\textbf{end if}
\textbf{end for}

\textbf{Return} \((c_1, ..., c_n)\)

it as below:

\[
\min_{w, \xi \geq 0} \frac{1}{2} \|w\|^2 + C\xi \\
\text{s.t.} \forall \bar{y}' \in \bar{Y}/\bar{y}: w^T[\Psi(\bar{x}, \bar{y}) - \Psi(\bar{x}, \bar{y}')] \geq \Delta(\bar{y}', \bar{y}) - \xi, \quad (2.32)
\]

where \( \Delta(\bar{y}', \bar{y}) \) is a sample based loss function.

Solving the above problem may seem complicated due to the exponential size of \( \bar{Y} \), however, by adapting the sparse approximation algorithm, this problem can be solved in polynomial time for many types of loss function \( \Delta(a, b, c, d) \) [102]. Therefore, the solution of

\[
\arg\max_{\bar{y}' \in \bar{Y}} \{ \Delta(a, b, c, d) + w^T \Psi(\bar{x}, \bar{y}') \} \quad (2.33)
\]

can be solved by Algorithm 14 in polynomial time for any loss function that can be computed in polynomial time. More importantly, is the following result for the relationship between the SVM formulations.

**Theorem 2.4** (Theorem 1 in [41]). At the solution \( w^*, \xi^* \) of the SVM\textsubscript{multi} optimization...
Algorithm 16 Mini-Batch AUC Optimization (MBA)

Require: $B$, $T$, $\lambda_1$, $\lambda_2$
Input: $X^+$, $X^-$
Output: $w^*$

1. $\mu_S = 0$ and $\Sigma_S = 0$
2. for $t = 1, \ldots, T$
3.     Construct index set $S^+_t$ of size $B$ sampling positive examples uniformly with replacement.
4.     Construct index set $S^-_t$ of size $B$ sampling negative examples uniformly with replacement.
5.     Construct $S_t(i=(S^+_t(i), S^-_t(i)))$, for $i = 1, \ldots, B$.
6.     $\mu_S \leftarrow \mu_S + \frac{1}{BT} \sum_{(i,j)\in S_t} (x^+_i - x^-_j)$
7.     $\Sigma_S \leftarrow \Sigma_S + \frac{1}{BT} \sum_{(i,j)\in S_t} (x^+_i - x^-_j)(x^+_i - x^-_j)^T$
8. end for

$w^* = \text{argmin}_w \frac{1}{2} w^T \Sigma_S w - w^T \mu_S + \lambda_1 \|w\|_1 + \frac{\lambda_2}{2} \|w\|_2^2$

problem on the training data $\bar{x}$ with labels $\bar{y}$, the value of $\xi^*$ is an upper bound on the training loss $\Delta(\bar{h}_{w^*}(x, \bar{y}))$.

The above theorem shows that Problem 2.32 is similar to Problem 2.29. The method outlined in Algorithm 13 is based on a sparse approximation algorithm to give the solution to Problem 2.32. The importance of solving Problem 2.32 is that it can be used to design algorithms to optimize performance metrics that are obtained from the confusion matrix. The ideas here can be modified to optimize the AUC score as well. The critical observation is to use the idea of swapped pairs:

Swapped Pairs = $| \{(i,j) : (y_i > y_j) \text{ and } (w^T x_i < w^T x_j)\} |$.

AUC can be defined as:

$$AUC = 1 - \frac{\text{Swapped Pairs}}{n_+n_-}.$$  

With this definition of AUC, the AUC score can be optimized in $O(n \log n)$ time.

The method proposed in [36] is based on a convex relaxation of the AUC function, but instead of using stochastic gradients, the algorithm, called Mini-Batch AUC Optimization (MBA), uses the first and second order U-statistics of pairwise distances. The authors use a
slightly similar method to [113] where they use the definition of AUC as an expectation:

\[ R(f) = \mathbb{E}[(1 - w^T(x_i^+ - x_j^-))^2] \]
\[ = 1 - 2w^T\mathbb{E}[(x_i^+ - x_j^-)] + w^T\mathbb{E}[(x_i^+ - x_j^-)(x_i^+ - x_j^-)^T]w \]
\[ = 1 - 2w^T\mu + w^T\Sigma w, \]

where \( x_{ij} = (x_i^+ - x_j^-), \mu = \mathbb{E}[x_{ij}], \) and \( \Sigma = \mathbb{E}[x_{ij}x_{ij}^T]. \) Note that \( \mu \) and \( \Sigma \) are the mean and variance of \( x_{ij}. \) The challenge is then to solve the following minimization problem:

\[ w^* = \arg\min_w \frac{1}{2} w^T\Sigma w - 2w^T \mu. \]

Determining \( \mu \) and \( \Sigma \) is difficult since the number of pairs grows quadratically as the number of samples increases. The authors suggest to overcome these issues by sampling at each round \( t. \) Selecting \( B \) positive samples and \( B \) negative samples with replacement to create sets \( S_t^+ \) and \( S_t^- \), respectively, with \( S_t = (S_t^+, S_t^-). \) Therefore, the first and second statistics can be computed as follows:

\[ \mu_t = \frac{1}{B} \sum_{(i,j)\in S_t} (x_i^+ - x_j^-) \]
\[ \Sigma_t = \frac{1}{B} \sum_{(i,j)\in S_t} (x_i^+ - x_j^-)(x_i^+ - x_j^-)^T. \]

Letting \( S = BT \) be number of pairs sampled by the algorithm and using the notation of \( S_{1:T} \) for all pairs of samples, we have the following approximations:

\[ \mu_S = \frac{1}{BT} \sum_{(i,j)\in S_{1:T}} (x_i^+ - x_j^-) \]
\[ \Sigma_S = \frac{1}{BT} \sum_{(i,j)\in S_{1:T}} (x_i^+ - x_j^-)(x_i^+ - x_j^-)^T. \]

Using the above constructions, we can state the objective function to optimize the AUC score. Note that the authors used elastic net to avoid over fitting:

\[ w_S^* = \arg\min_w \frac{1}{2} w^T\Sigma_S w - 2w^T \mu + \lambda_1||w||_1 + \frac{\lambda_2}{2}||w||_2^2. \]
Algorithm 17 Proximal SVRG for AUC Maximization

**Input:** Constant step size $\eta$ and update frequency $m$

**Initialize:** $\bar{w}_0$

for $s = 1, 2, \ldots$ do

$\bar{w}_{s-1}$

$\mu = \frac{1}{n} \sum_{i=1}^{n} G(\bar{w}, z_i)$

$w_0 = \bar{w}$

for $t = 1, \ldots, m$ do

Randomly pick $i_t \in \{1, \ldots, n\}$ and update weight

$w = w_{t-1} - \eta(G(w_{t-1}, z_{i_t}) - G(\bar{w}, z_{i_t}) + \mu)$

$w_t = \text{prox}_{\eta\Omega}(w)$

end for

end for

$\bar{w}_s = w_m$

A critical feature of this approach is that it is learning rate free as training the step size is a time consuming task. The method is outline in Algorithm 16.

Finally, another consideration of SGD is the high variance that can result from the process of the step size decaying to zero. Variance reduction methods [43] have been developed to resolve such an issue and have been applied recently to AUC optimization [18]. The work done by the authors is a direct extension of the work in chapter 4. The main idea of the method is to only update $w$ after $m$ iterations and to calculate the full gradient given by:

$$\mu = \frac{1}{n} \sum_{i=1}^{n} G(\bar{w}, z_i). \quad (2.34)$$

This information is then used to update the next $m$ gradients. For each step $t$, $i_t \in \{1, \ldots, t\}$, we compute $w_t = w_{t-1} = \eta v_t$ where:

$$v_t = G(w_{t-1}, z_{i_t}) - G(\bar{w}, z_{i_t}) + \bar{\mu}.$$

The method is summarized in Algorithm 17 and is shown to have a faster rate of convergence than the method in chapter 4, however, this method has a higher per iteration complexity than the method in chapter 4.
Chapter 3

Regularized AUC Maximization

This chapter is based on the work as done in [113] of reformulating AUC optimization as a saddle point problem, but with the inclusion of a regularization term. The theorems and proofs are all done in a similar spirit. The algorithm developed in this section forms a baseline for comparison with the algorithms developed in chapters 4 and 5.

3.1 Problem Formulation

Recall from Chapter 1 that we previously defined the input space to be \( \mathcal{X} \subseteq \mathbb{R}^d \) and the output space to be \( \mathcal{Y} = \{-1, +1\} \). The training data, \( z = \{(x_i, y_i), \ i = 1, \ldots, n\} \), is assumed to be an i.i.d. sample drawn from an unknown distribution \( \rho \) on \( Z = \mathcal{X} \times \mathcal{Y} \). Using these notations, the area under the ROC curve (AUC) for any scoring function \( f : \mathcal{X} \to \mathbb{R} \) is equivalent to the probability of a positive sample ranking higher than a negative sample \([10, 37]\),

\[
\text{AUC}(f) = \Pr(f(x) \geq f(x') | y = +1, y' = -1),
\]

where \((x, y)\) and \((x', y')\) are independently chosen from \( \rho \). The scoring function \( f \) is restricted to the family of linear functions, i.e., \( f(x) = w^\top x \). Therefore, optimizing the AUC score means to find the optimal decision function \( f \): 

\[
\arg \max_f \text{AUC}(f) = \arg \min_f \Pr(f(x) < f(x') | y = 1, y' = -1)
= \arg \min_f \mathbb{E}\left[\mathbb{I}_{f(x') - f(x) > 0} | y = 1, y' = -1\right],
\]

where \( \mathbb{I}(\cdot) \) is the indicator function. From the above formulation (3.2), the indicator function is not continuous nor convex. It is common practice to replace it by a convex surrogate loss function. In this work, we will use the \( \ell_2 \) loss which is \((1 - (f(x) - f(x')))^2 \). The logic behind the choice of the \( \ell_2 \) loss is that it has been shown to be statistically consistent with AUC
while the hinge loss is not [35].

A modification that can be made to the work in [113] is the inclusion of a regularization term $\Omega(w)$ with parameter $\lambda$. Recall that the conditional expectation for a random variable $\xi(z)$ is defined by

$$E[\xi(z)|y = 1] = \frac{1}{p} \int \int \xi(z) I_{y=1} d\rho(z),$$

where $p = \text{Pr}(y = 1)$. By applying the previous definition to 3.2, and including a regularization term to avoid overfitting, AUC maximization can then be formulated as

$$\arg\min_w \mathbb{E} \left[ (1 - w^\top (x - x'))^2 | y = 1, y' = -1 \right] + \frac{\lambda}{2} \|w\|^2$$

$$= \arg\min_w \frac{1}{p(1 - p)} \int_{z \times z} (1 - w^\top (x - x'))^2 I_{y=1} I_{y'=-1} d\rho(z) d\rho(z') + \frac{\lambda}{2} \|w\|^2. \quad (3.3)$$

It is evident from the formulation in 3.3 that optimizing AUC presents a significant challenge since the metric is based on two samples of opposing classes. Therefore, it is of interest to overcome the quadratic nature of the objective function.

### 3.2 AUC Optimization as a Saddle Point Problem

A novel approach to overcome the quadratic objective function of AUC optimization is to reformulate AUC optimization as a stochastic saddle point problem (SPP) [70]. First, we give a definition of a stochastic SPP.

**Definition 3.1.** A stochastic SPP is generally in the form of

$$\min_{u \in \Omega_1} \max_{\alpha \in \Omega_2} \{ f(u, \alpha) := \mathbb{E}[F(u, \alpha, \xi)] \}, \quad (3.4)$$

where $\Omega_1 \subseteq \mathbb{R}^d$ and $\Omega_2 \subseteq \mathbb{R}^m$ are nonempty closed convex sets, $\xi$ is a random vector with non-empty measurable set $\Xi \subseteq \mathbb{R}^p$, and $F : \Omega_1 \times \Omega_2 \times \Xi \to \mathbb{R}$. Here $\mathbb{E}[F(u, \alpha, \xi)] = \int_{\Xi} F(u, \alpha, \xi) d\text{Pr}(\xi)$, and function $f(u, \alpha)$ is convex in $u \in \Omega_1$ and concave in $\alpha \in \Omega_2$.

The variables $u$ and $\alpha$ are referred to as the primal and the dual variables, respectively.

The following work, based on [113], gives a modified version of the result that includes a $\ell_2$ regularization term. Before we state the theorem, we first need to define $F : \mathbb{R}^d \times \mathbb{R}^3 \times \mathbb{Z} \to \mathbb{R}$,
for any $w \in \mathbb{R}^d$, $a, b, \alpha \in \mathbb{R}$ and $z = (x, y) \in \mathcal{Z}$, by

$$
F(w, a, b, \alpha; z) = (1 - p)(w^\top x - a)^2 \mathbb{I}_{y=1} + p(w^\top x - b)^2 \mathbb{I}_{y=-1} \\
+ 2(1 + \alpha)(pw^\top x \mathbb{I}_{y=-1} - (1 - p)w^\top x \mathbb{I}_{y=1}) - p(1 - p)\alpha^2 + \frac{\lambda}{2} \|w\|^2.
$$

Equation (3.5) is similar as in the previous work [113] where the inclusion of a regularization term is the only difference. The main result still holds in a similar manner.

**Theorem 3.1.** AUC optimization (3.3) is equivalent to

$$
\min_{w \in \mathbb{R}^d} \max_{(a, b) \in \mathbb{R}^2} \{ f(w, a, b, \alpha) := \int_{\mathcal{Z}} F(w, a, b, \alpha; z) d\rho(z) \}. 
$$

**Proof.** It is enough to prove the claim that the objective function of (3.3) is equivalent to

$$
1 + \min_{(a, b) \in \mathbb{R}^2} \max_{\alpha \in \mathbb{R}} \int_{\mathcal{Z}} \frac{F(w, a, b, \alpha; z)}{p(1 - p)} d\rho(z).
$$

As from our initial assumptions, recall that $z = (x, y)$ and $z' = (x', y')$ are samples independently drawn from an unknown distribution $\rho$. It is critical to note that the double integral comes from the multiplication of two single integrals:

$$
\mathbb{E}[(1 - w^\top (x - x'))^2 | y = 1, y' = -1] + \frac{1}{2} \|w\|^2 \\
= 1 - 2\mathbb{E}[w^\top x | y = 1] + 2\mathbb{E}[w^\top x' | y' = -1] + (\mathbb{E}[w^\top x | y = 1] - \mathbb{E}[w^\top x' | y' = -1])^2 \\
+ \text{Var}[w^\top x | y = 1] + \text{Var}[w^\top x' | y' = -1]) + \frac{1}{2} \|w\|^2.
$$

Observe that

$$
\text{Var}[w^\top x | y = 1] = \mathbb{E}[(w^\top x)^2 | y = 1] - (\mathbb{E}[w^\top x | y = 1])^2 \\
= \frac{1}{p} \int_{\mathcal{Z}} (w^\top x)^2 \mathbb{I}_{y=1} d\rho(z) - \left(\frac{1}{p} \int_{\mathcal{Z}} w^\top x \mathbb{I}_{y=1} d\rho(z)\right)^2 \\
= \min_{\alpha \in \mathbb{R}} \frac{1}{p} \int_{\mathcal{Z}} (w^\top x - a)^2 \mathbb{I}_{y=1} d\rho(z) \\
= \min_{\alpha \in \mathbb{R}} \mathbb{E}[(w^\top x - a)^2 | y = 1],
$$
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where the minimization is achieved by

$$a = \mathbb{E}[w^\top x|y = 1].$$

(3.9)

Similarly, the same holds true for $b$:

$$\text{Var}[w^\top x'|y' = -1] = \min_b \mathbb{E}[(w^\top x' - b)^2|y' = -1],$$

(3.10)

where the minimization is obtained when

$$b = \mathbb{E}[w^Tx|y = -1].$$

(3.11)

Recognize the fact that

$$(\mathbb{E}[w^\top x|y = 1] - \mathbb{E}[w^\top x'|y' = -1])^2$$

$$= \max_\alpha \{-\alpha^2 + 2\alpha(\mathbb{E}[w^\top x'|y' = -1] - \mathbb{E}[w^\top x|y = 1])\}.$$  

(3.12)

The minimization for $\alpha$ can then be written as:

$$\alpha = \mathbb{E}[w^Tx|y = -1] - \mathbb{E}[w^Tx|y = 1] = b - a.$$  

(3.13)

Combining the above equalities into (3.8) implies that

$$\mathbb{E} \left[ (1 - w^\top (x - x'))^2 | y = 1, y' = -1 \right] + \frac{\lambda}{2} \|w\|^2$$

$$= 1 + \mathbb{E}[(w^\top x - a)^2|y = 1] + \mathbb{E}[(w^\top x - b)^2|y = -1]$$

$$+ 2(1 + \alpha) \left( \mathbb{E}[w^\top x|y = -1] - \mathbb{E}[w^\top x|y = 1] \right) - \alpha^2 + \frac{\lambda}{2} \|w\|^2$$

$$= 1 + \min_{(a,b)\in\mathbb{R}^2} \max_{\alpha\in\mathbb{R}} \int_\mathcal{Z} F(w, a, b; z) d\rho(z) \frac{\int_\mathcal{Z} F(w, a, b; z) d\rho(z)}{p(1-p)}.$$  

This completes the proof of the claim and the theorem. \qed

An important consideration is whether or not the objective function remains convex. Replacing the indicator function by the least square loss made the objective convex, however, does this hold true for the stochastic SPP with respect to the primal or dual variables? The
Proposition 3.2.1. Function \( f(w, a, b, \alpha) \) is convex in \((w, a, b) \in \mathbb{R}^{d+2}\) and concave in \( \alpha \in \mathbb{R} \).

Proof. For fixed \((w, a, b)\), the concavity of \( f(w, a, b, \alpha) \) in \( \alpha \) is obvious, since it is a quadratic function of \( \alpha \). For fixed \( \alpha \) and \( z = (x, y) \), the Hessian of \( F(\cdot, \cdot, \cdot, \alpha; z) \) is given by

\[
\begin{pmatrix}
2(1-p)xx^\top + \lambda & -2(1-p)x & 0 \\
-2(1-p)x^\top & 2(1-p) & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\mathbb{I}_{[y=1]} \\
0 \\
-2p
\end{pmatrix}
\begin{pmatrix}
2pxx^\top + \lambda & 0 & -2px \\
0 & 0 & 0 \\
-2px^\top & 0 & 2p
\end{pmatrix}
\mathbb{I}_{[y=-1]}.
\]

It is easy to see that the above matrices are positive semi-definite. Therefore, \( F(w, a, b, \alpha; z) \) is jointly convex with respect to \((w, a, b)\) for any fixed \( \alpha \) and \( z \). Notice that the function \( f(w, a, b, \alpha) = \int \int_Z F(w, a, b, \alpha; z) d\rho(z) \). Hence, \( f(w, a, b, \alpha) \) is convex with respect to \((w, a, b)\) for any fixed \( \alpha \). This completes the proof of the proposition.

Lastly, we show that the solution to (3.6) is the same optimizer for the original AUC optimization problem.

Proposition 3.2.2. For any saddle point \((w^*, a^*, b^*, \alpha^*)\) of the SPP formulation (3.6), \( w^* \) is a minimizer of the original AUC optimization problem (3.3).

Proof. Define \( \bar{f}(w, a, b, \alpha) = 1 + \frac{\int_Z F(w, a, b, \alpha; z) d\rho(z)}{p(1-p)} + \frac{\lambda}{2} \|w\|^2 \). Since it does not matter which minimization occurs first (i.e. minimizing with respect to \( w \) and minimizing with respect to \((a, b)\)), this does not affect the result. We can conclude for every fixed \( w \), \((a^*, b^*, \alpha^*)\) is a saddle point of the sub-problem

\[
\min_{(a, b) \in \mathbb{R}^2} \max_{\alpha \in \mathbb{R}} \bar{f}(w, a, b, \alpha).
\]

Furthermore, from the proof for Theorem 3.1 we have

\[
\mathbb{E}\left[(1 - w^\top (x - x'))^2 | y = 1, y' = -1\right] + \frac{\lambda}{2} \|w\|^2 = \min_{(a, b) \in \mathbb{R}^2} \max_{\alpha \in \mathbb{R}} \bar{f}(w, a, b, \alpha).
\]

(3.14)
Therefore,
\[
E[(1 - w^T(x - x'))^2|y = 1, y' = -1] + \frac{\lambda}{2}||w||^2 = \bar{f}(w, a^*, b^*, \alpha^*).
\]

This implies that
\[
\min_w E[(1 - w^T(x - x'))^2|y = 1, y' = -1] + \frac{\lambda}{2}||w||^2 = \min_w f(w, a^*, b^*, \alpha^*).
\]
(3.15)

Since \(w^*\) is assumed to be the minimizer of the righthand side of (3.15), \(w^*\) is also a minimizer of the lefthand side of the equation.

\qed

### 3.3 Algorithm

The objective for AUC maximization as detailed in the previous section is to determine the saddle point \((w^*, a^*, b^*, \alpha^*)\) in (3.6). Stochastic first-order methods are a very common approach to obtain such a solution. A key observation of such algorithms (e.g.\([51, 70]\)) is to use an unbiased stochastic estimator of the true gradient to perform the gradient update. For each iteration, gradient descent in the primal variable and gradient ascent in the dual variable are performed to obtain the saddle point.

As from \([113]\), we can use the stochastic SPP formulation (3.6) for AUC optimization and develop a regularized stochastic online learning algorithm that only needs to pass the data once. We will use similar notation as in \([113]\): let vector \(v = (w^T, a, b) \in \mathbb{R}^{d+2}\), and for any \(w \in \mathbb{R}^d\), \(a, b, \alpha \in \mathbb{R}\) and \(z = (x, y) \in \mathcal{Z}\), we write \(f(w, a, b, \alpha)\) as \(f(v, \alpha)\), and \(F(w, a, b, \alpha, z)\) as \(F(v, \alpha, z)\). It is important to note that the gradient of the stochastic SPP problem (3.6) is a \((d + 3)\)-dimensional column vector, specifically \(g(v, \alpha) = (\partial_v f(v, \alpha), -\partial_\alpha f(v, \alpha))\). For any \(z \in \mathcal{Z}\), its unbiased stochastic estimator is given by

\[
G(v, \alpha, z) = (\partial_v F(v, \alpha, z), -\partial_\alpha F(v, \alpha, z)).
\]

Solving the stochastic SPP formulation (3.6) could be done by directly applying the first-order method in \([70]\), however, from the definition of \(F\) in (3.5), this would require
knowing the probability $p = \Pr(y = 1)$ \textit{a priori}. Generally, this is unknown. To this end, for any $v^\top = (w^\top, a, b) \in \mathbb{R}^{d+2}$, $\alpha \in \mathbb{R}$ and $z \in \mathbb{Z}$, let

$$
\hat{F}_t(v, \alpha, z) = (1 - \hat{p}_t)(w^\top x - a)^2I[y = 1] + \hat{p}_t(w^\top x - b)^2I[y = -1]
+ 2(1 + \alpha)(\hat{p}_t w^\top x I[y = -1] - (1 - \hat{p}_t)w^\top x I[y = 1])
- \hat{p}_t (1 - \hat{p}_t)\alpha^2 + \frac{\lambda}{2}\|w\|^2.
$$

(3.16)

where $\hat{p}_t = \frac{1}{\sum_{i=1}^{t}I[y_i = 1]}$ at iteration $t$. At each iteration $t$, use the stochastic estimator

$$
\hat{G}_t(v, \alpha, z) = (\partial_v \hat{F}_t(v, \alpha, z), -\partial_\alpha \hat{F}_t(v, \alpha, z))
$$

(3.17)

in place of the inaccessible stochastic estimator $G(v, \alpha, z)$.

For a fair comparison with the algorithms discussed in chapters 4 and 5, we can reformulate the bound $R$ in terms of the regularization parameter $\lambda$. First, assume $\kappa = \sup_{x \in \mathcal{X}} \|x\| < \infty$, and recall that $\|w\| \leq R$. As from before, for the optimal solution $w^\ast$, we have the following:

$$
\frac{\lambda}{2}\|w^\ast\|^2 \leq \mathbb{E}[(1 - w^\top (x - x'))^2|y = 1, y' = -1] + \frac{\lambda}{2}\|w\|^2.
$$

Letting $w = 0$ and recalling that $\|w\| \leq R$, it is easy to see that $R \leq \sqrt{\frac{2}{\lambda}}$.

Now, given an optimal solution $(w^\ast, a^\ast, b^\ast)$ of the stochastic SPP (3.6) for AUC optimization, by (3.9), (3.11) and (3.13) we know that

$$
|a^\ast| = \frac{1}{p} \left| \int_{\mathbb{Z}} (w^\ast, x)^{\top} I[y = 1] d\rho(z) \right| \leq R\kappa,
$$

$$
|b^\ast| = \frac{1}{1 - p} \left| \int_{\mathbb{Z}} (w^\ast, x')^{\top} I[y' = -1] d\rho(z') \right| \leq R\kappa,
$$

$$
|\alpha^\ast| = \frac{1}{1 - p} \left| \int_{\mathbb{Z}} (w^\ast, x')^{\top} I[y' = -1] d\rho(z') \right| - \frac{1}{p} \left| \int_{\mathbb{Z}} (w^\ast, x)^{\top} I[y = 1] d\rho(z) \right| \leq 2R\kappa.
$$
Finally, we can restrict \((\mathbf{w}, a, b)\) and \(\alpha\) to the following bounded domains:

\[
\Omega_1 = \{ (\mathbf{w}, a, b) \in \mathbb{R}^{d+2} : ||\mathbf{w}|| \leq R, |a| \leq R\kappa, |b| \leq R\kappa \},
\]
\[
\Omega_2 = \{ \alpha \in \mathbb{R} : |\alpha| \leq 2R\kappa \}. \tag{3.18}
\]

The pseudo-code of the online AUC optimization algorithm is described in Algorithm 18, which we will refer to as \textit{regSOLAM}. It is important to note that \(P_{\Omega_1}(\cdot)\) and \(P_{\Omega_2}(\cdot)\) denote the projection to the convex sets \(\Omega_1\) and \(\Omega_2\), respectively, and can be easily computed.

### 3.4 Convergence Analysis

Finally, we will detail the convergence results of the proposed regSOLAM algorithm. The results for the convergence rate is similar as in [113]. We begin by letting \(u = (v, \alpha) = (\mathbf{w}, a, b, \alpha)\). The quality of the approximation solution \((\mathbf{v}_t, \mathbf{\alpha}_t)\) is given by the duality gap at iteration \(t\):

\[
\varepsilon_f(\mathbf{v}_t, \mathbf{\alpha}_t) = \max_{\alpha \in \Omega_2} f(\mathbf{v}_t, \alpha) - \min_{v \in \Omega_1} f(v, \mathbf{\alpha}_t). \tag{3.19}
\]

The following theorem gives the measure of the duality gap.

\textbf{Theorem 3.2.} Assume that samples \(\{(x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T)\}\) are i.i.d. drawn from a distribution \(\rho\) over \(\mathcal{X} \times \mathcal{Y}\), let \(\Omega_1\) and \(\Omega_2\) be given by (3.18) and the step sizes given by \(\{\gamma_t > 0 : t \in \mathbb{N}\}\). For sequence \(\{(\mathbf{v}_t, \mathbf{\alpha}_t) : t \in [1, T]\}\) generated by regSOLAM (Algorithm 18), and any \(0 < \delta < 1\), with probability \(1 - \delta\), the following holds

\[
\varepsilon_f(\mathbf{v}_T, \mathbf{\alpha}_T) \leq C_\kappa \max(R^2, 1) \sqrt{\ln \frac{4T}{\delta}} \left( \sum_{j=1}^{T} \gamma_j \right)^{-1} \left[ 1 + \sum_{j=1}^{T} \frac{\gamma_j^2}{2} + \sum_{j=1}^{T} \frac{\gamma_j^3}{\sqrt{j}} \right],
\]
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where $C_\kappa$ is an absolute constant independent of $R$ and $T$ (see the detailed constant in the proof).

Let the optimum of (3.6) be $f^*$, and by Theorem 3.1, is the same as the optimal value of AUC optimization (3.3). Using Theorem 3.2, we can state the convergence rate of regSOLAM.

**Corollary 3.4.1.** Under the same assumptions as in Theorem 3.2, and $\{\gamma_j = \zeta j^{-\frac{1}{2}} : j \in \mathbb{N}\}$ with constant $\zeta > 0$, with probability $1 - \delta$, it holds

$$|f(\bar{v}_T, \bar{\alpha}_T) - f^*| \leq \varepsilon_f(\bar{u}_T) = \mathcal{O} \left( \frac{\ln T \sqrt{\ln \frac{4T}{\delta}}}{\sqrt{T}} \right).$$

Unlike the above convergence rate where a decaying step size was chosen, a similar result can be obtained using an appropriately chosen constant step size as done in [59].

To prove Theorem 3.2, we first require several lemmas. Many of these results are standard from convex online learning [120].

**Lemma 3.1.** For any $T \in \mathbb{N}$, let $\{\xi_j : j \in [1, T]\}$ be a sequence of vectors in $\mathbb{R}^m$, and $\tilde{u}_1 \in \Omega$ where $\Omega$ is a convex set. For any $t \in [1, T]$ define $\tilde{u}_{t+1} = P_\Omega(\tilde{u}_t - \xi_t)$. Then, for any $u \in \Omega$, there holds

$$\sum_{t=1}^T (\tilde{u}_t - u)^\top \xi_t \leq \frac{\|\tilde{u}_1 - u\|^2}{2} + \frac{1}{2} \sum_{t=1}^T \|\xi_t\|^2.$$

The next lemma is the Pinelis-Bernstein inequality for martingale difference sequence in a Hilbert space from [74, Theorem 3.4]

**Lemma 3.2.** Let $\{S_k : k \in \mathbb{N}\}$ be a martingale difference sequence in a Hilbert space. Suppose that almost surely $\|S_k\| \leq B$ and $\sum_{k=1}^T \mathbb{E}[\|S_k\|^2|S_1, \ldots, S_{k-1}] \leq \sigma_T^2$. Then, for any $0 < \delta < 1$, there holds, with probability at least $1 - \delta$, $\sup_{1 \leq j \leq T} \|\sum_{k=1}^j S_k\| \leq 2 \left( \frac{B}{3} + \sigma_T \right) \log \frac{2}{\delta}.$

The last lemma states that the approximate stochastic estimator $\hat{G}_j(u, z)$ defined by (3.17), is close to the unbiased $G(u, z)$.

**Lemma 3.3.** Let $\Omega_1$ and $\Omega_2$ be given by (3.18) and denote by $\Omega = \Omega_1 \times \Omega_2$. For any $t \in \mathbb{N}$, with probability $1 - \delta$, there holds $\sup_{u \in \Omega, z \in \mathbb{Z}} \|\hat{G}_t(u, z) - G(u, z)\| \leq (4R\kappa^2 + \kappa + R(\lambda + 18\kappa)(\ln \frac{2}{\delta})/t)^{\frac{1}{2}}.$
Using the above results, we will now prove the main convergence theorem. It is important to note that the proof is similar as to the one presented in [113].

**Proof of Theorem 3.2.** First, using the convexity of \( f(\cdot, \alpha) \) and the concavity of \( f(v, \cdot) \), for any \( u = (v, \alpha) \in \Omega_1 \times \Omega_2 \), we have

\[
f(v_t, \alpha) - f(v, \alpha_t) = (f(v_t, \alpha_t) - f(v, \alpha_t)) + (f(v_t, \alpha) - f(v, \alpha_t))
\]

\[
\leq (v_t - v)^\top \partial_v f(v_t, \alpha_t) - (\alpha_t - \alpha) \partial_\alpha f(v_t, \alpha_t)
\]

\[
= (u_t - u)^\top g(u_t)
\]

Hence, it holds that

\[
\max_{\alpha \in \Omega_2} f(\bar{v}_T, \alpha) - \min_{v \in \Omega_1} f(v, \bar{\alpha}_T) \leq \left( \sum_{t=1}^{T} \gamma_t \right)^{-1} \left( \max_{\alpha \in \Omega_2} \sum_{t=1}^{T} \gamma_t f(v_t, \alpha) - \min_{v \in \Omega_1} \sum_{t=1}^{T} \gamma_t f(v_t, \alpha_t) \right)
\]

\[
\leq \left( \sum_{t=1}^{T} \gamma_t \right)^{-1} \max_{u \in \Omega_1 \times \Omega_2} \sum_{t=1}^{T} \gamma_t (u_t - u)^\top g(u_t) \tag{3.20}
\]

Recall that by definition \( \Omega = \Omega_1 \times \Omega_2 \). Applying the notation that \( u = (v, \alpha) \), we can rewrite steps 4 and 5 in Algorithm 18 as

\[
u_{t+1} = (v_{t+1}, \alpha_{t+1}) = P_\Omega(u_t - \gamma_t \hat{G}_t(u_t, z_t))
\]

Using Lemma 3.1 with \( \xi_t = \gamma_t \hat{G}_t(u_t, z_t) \), it holds, for any \( u \in \Omega \), that

\[
\sum_{t=1}^{T} \gamma_t (u_t - u)^\top \hat{G}_t(u_t, z_t) \leq \frac{||u_1 - u||^2}{2} + \frac{1}{2} \sum_{t=1}^{T} \gamma_t^2 ||\hat{G}_t(u_t, z_t)||^2,
\]
which gives

\[
\sup_{u \in \Omega} \sum_{t=1}^{T} \gamma_t (u_t - u) \mathbf{u} g(u_t) \leq \sup_{u \in \Omega} \frac{\|u_1 - u\|^2}{2} + \frac{1}{2} \sum_{t=1}^{T} \gamma_t^2 \|\hat{G}_t(u_t, z_t)\|^2 \\
+ \sup_{u \in \Omega} \sum_{t=1}^{T} \gamma_t (u_t - u) \mathbf{u} (g(u_t) - \hat{G}_t(u_t, z_t)) \\
\leq \sup_{u \in \Omega} \frac{\|u_1 - u\|^2}{2} + \frac{1}{2} \sum_{t=1}^{T} \gamma_t^2 \|\hat{G}_t(u_t, z_t)\|^2 \\
+ \sup_{u \in \Omega} \sum_{t=1}^{T} \gamma_t (u_t - u) \mathbf{u} (g(u_t) - G(u_t, z_t)) \\
+ \sup_{u \in \Omega} \sum_{t=1}^{T} \gamma_t (u_t - u) \mathbf{u} (G(u_t, z_t) - \hat{G}_t(u_t, z_t)) \tag{3.21}
\]

To complete the proof it is necessary to estimate the four terms on the right hand side of (3.21). For the first term, it is easy to see that

\[
\frac{1}{2} \sup_{u \in \Omega} \|u_1 - u\|^2 \leq 2 \sup_{v \in \Omega_1, \alpha \in \Omega_2} \left( \|v\|^2 + |\alpha|^2 \right) \leq 2 \sup_{u \in \Omega} \|u\|^2 \leq 2R^2 (1 + 6\kappa^2). \tag{3.22}
\]

For the second term of (3.21), recall that \(\sup_{x \in X} \|x\| \leq \kappa\) and \(u_t = (w_t, a_t, b_t, \alpha_t) \in \Omega = \{(w, a, b, \alpha) : \|w\| \leq R, |a| \leq \kappa R, |b| \leq \kappa R, |\alpha| \leq 2\kappa R\}\). Using this with the definition of \(\hat{G}_t(u_t, z_t)\) given by (3.17), one can obtain that \(\|\hat{G}_t(u_t, z_t)\| \leq \|\partial_w \hat{F}_t(u_t, z_t)\| + |\partial_a \hat{F}_t(u_t, z_t)| + |\partial_b \hat{F}_t(u_t, z_t)| + |\partial_\alpha \hat{F}_t(u_t, z_t)| \leq 4R\kappa^2 + \kappa + R(\lambda + 5\kappa)\). Therefore, we can bound the second term as follows:

\[
\frac{1}{2} \sum_{t=1}^{T} \gamma_t^2 \|\hat{G}_t(u_t, z_t)\|^2 \leq (4R\kappa^2 + \kappa + R(\lambda + 5\kappa))^2 \left( \sum_{t=1}^{T} \gamma_t^2 \right). \tag{3.23}
\]

It is important to note that this bound is different from the proof in [113] because of the inclusion of the regularization term. Bounding the third term on the right hand side of
Therefore, we have that
\[
\sup_{u \in \Omega} \sum_{t=1}^{T} \gamma_t (u_t - u)^\top (g(u_t) - G(u_t, z_t)) \leq \sup_{u \in \Omega} \left[ \sum_{t=1}^{T} \gamma_t (\tilde{u}_t - u)^\top (g(u_t) - G(u_t, z_t)) \right] 
+ \sum_{t=1}^{T} \gamma_t (u_t - \tilde{u}_t)^\top (g(u_t) - G(u_t, z_t)),
\]
where \( \tilde{u}_1 = 0 \in \Omega \) and \( \tilde{u}_{t+1} = P_\Omega(\tilde{u}_t - \gamma_t(g(u_t) - G(u_t, z_t))) \) for any \( t \in [1, T] \). Using Lemma 3.1 with \( \xi_t = \gamma_t(g(u_t) - G(u_t, z_t)) \) gives that
\[
\sup_{u \in \Omega} \sum_{t=1}^{T} \gamma_t (\tilde{u}_t - u)^\top (g(u_t) - G(u_t, z_t)) 
\leq \sup_{u \in \Omega} \frac{\|u\|^2}{2} + \frac{1}{2} \sum_{t=1}^{T} \gamma_t^2 \|g(u_t) - G(u_t, z_t)\|^2 
\leq \frac{1}{2} R^2 (1 + 6\kappa^2) + (4R\kappa^2 + \kappa + R(\lambda + 5\kappa))^2 \sum_{t=1}^{T} \gamma_t^2. \tag{3.24}
\]
In the above, we used that \( \|G(u_t, z_t)\| \) and \( \|g(u_t)\| \) are uniformly bounded by \( 4R\kappa + \kappa + R(\lambda + 5\kappa) \). It is important to note that \( u_t \) and \( \tilde{u}_t \) are only dependent on \( \{z_1, z_2, \ldots, z_{t-1}\} \) and \( \{S_t = \gamma_t(u_t - \tilde{u}_t)^\top (g(u_t) - G(u_t, z_t)) : t = 1, \ldots, T\} \) is a martingale difference sequence. Therefore, we have that
\[
\mathbb{E}[\|S_t\|^2 | z_1, \ldots, z_{t-1}] = \gamma_t^2 \int_{\mathcal{Z}} ((u_t - \tilde{u}_t)^\top (g(u_t) - G(u_t, z)))^2 d\rho(z) 
\leq \gamma_t^2 \sup_{u \in \Omega, z \in \mathcal{Z}} \|[u_t - \tilde{u}_t]^\top \|g(u_t) - G(u_t, z)\|^2\] 
\leq \gamma_t^2 [R\sqrt{1 + 6\kappa^2}(4R\kappa^2 + \kappa + R(\lambda + 5\kappa))]^2.
\]
Implementing Lemma 3.2 with \( \sigma_T^2 = [R\sqrt{1 + 6\kappa^2}(4R\kappa^2 + \kappa + R(\lambda + 5\kappa))]^2 \sum_{t=1}^{T} \gamma_t^2 \), \( B = \sup_{t=1}^{T} \gamma_t |(u_t - \tilde{u}_t)^\top (g(u_t) - G(u_t, z_t))| \leq \sigma_T \) gives, with probability \( 1 - \frac{\delta}{2} \), that
\[
\sum_{t=1}^{T} \gamma_t (u_t - \tilde{u}_t)^\top (g(u_t) - G(u_t, z_t)) 
\leq \frac{8R\sqrt{1 + 6\kappa^2}(4R\kappa^2 + \kappa + R(\lambda + 5\kappa))}{3} \sqrt{\sum_{t=1}^{T} \gamma_t^2}. \tag{3.25}
\]
Putting together (3.24) with (3.25) implies, with probability $1 - \frac{\delta}{2}$,

$$
\sup_{u \in \Omega} \sum_{t=1}^{T} \gamma_t (u_t - u)^\top (g(u_t) - G(u_t, z_t)) \\
\leq \frac{R^2(1 + 6\kappa^2)}{2} + (4R\kappa^2 + \kappa + R(\lambda + 5\kappa))^2 \sum_{t=1}^{T} \gamma_t^2 \\
+ \frac{8R\sqrt{1 + 6\kappa^2}(4R\kappa^2 + \kappa + R(\lambda + 5\kappa))}{3}\left(\sum_{t=1}^{T} \gamma_t^2\right)^{1/2}.
$$

(3.26)

Applying Lemma 3.3, for any $t \in [1, T]$, gives

$$
\sup_{u \in \Omega, z \in Z} \|\hat{G}_t(u, z) - G(u, z)\| \leq (4R\kappa^2 + \kappa + R(\lambda + 18\kappa))\sqrt{\ln \left(\frac{4T}{\delta}\right)/t}.
$$

Finally, the fourth term on the righthand side of (3.21) can be estimated with probability $1 - \frac{\delta}{2}$:

$$
\sup_{u \in \Omega} \sum_{t=1}^{T} \gamma_t (u_t - u)^\top (G(u_t, z_t) - \hat{G}_t(u_t, z_t))
\leq 2 \sup_{u \in \Omega} \|u\| \left(\sum_{t=1}^{T} \gamma_t\right) \sup_{u \in \Omega, z \in Z} \|\hat{G}_t(u, z) - G(u, z)\|
\leq 4R(4R\kappa^2 + \kappa + R(\lambda + 18\kappa))\sqrt{6\kappa^2 + 1} \sum_{t=1}^{T} \frac{\gamma_t}{\sqrt{t}}.
$$

(3.27)

Applying the estimations (3.22), (3.23), (3.26), (3.27) and (3.21) to (3.20) implies that

$$
\varepsilon_f(\bar{u}_T) \leq C_\kappa \max(R^2, 1)\sqrt{\ln \left(\frac{4T}{\delta}\right)} \left(\sum_{t=1}^{T} \gamma_t\right)^{-1} \left[1 + \sum_{t=1}^{T} \gamma_t^2 + \left(\sum_{t=1}^{T} \gamma_t^2\right)^{1/2} + \sum_{t=1}^{T} \frac{\gamma_t}{\sqrt{t}}\right],
$$

where $C_\kappa = \frac{5}{2}(1 + 6\kappa^2) + 2(4\kappa^2 + 6\kappa + \lambda)^2 + \left(\frac{80}{3}\kappa^2 + 88\kappa + \frac{20}{3}\lambda\right)\sqrt{1 + 6\kappa^2}$.

\[\square\]

### 3.5 Experiments

In this section, we will validate the theoretical results of the previous section by examining the experimental evaluations of regSOLAM with existing state-of-the-art learning algorithms for AUC optimization. Specifically, these experiments will demonstrate that reg-
Datasets | \# Inst | \# Feat | Datasets | \# Inst | \# Feat |
---|---|---|---|---|---|
 diabetes | 768 | 8 | fourclass | 862 | 2 |
 german | 1,000 | 24 | splice | 3,175 | 60 |
 usps | 9,298 | 256 | a9a | 32,561 | 123 |
 mnist | 60,000 | 780 | acoustic | 78,823 | 50 |
 ijcnn1 | 141,691 | 22 | covtype | 581,012 | 54 |
 sector | 9,619 | 55,197 | news20 | 15,935 | 62,061 |

Table 3.1: Basic information about the benchmark datasets.

SOLAM has a lower computational complexity while maintaining a similar performance in comparison to existing methods.

We conduct comprehensive studies by comparing the proposed algorithm with other AUC optimization algorithms for both online and batch scenarios. The algorithms considered in our experiments include:

- **regSOLAM**: The regularized online projected gradient descent algorithm for AUC maximization.
- **OPAUC**: The one-pass AUC optimization algorithm with square loss function [34].
- **OAMseq**: The OAM algorithm with reservoir sampling and sequential updating method [118].
- **OAMgra**: The OAM algorithm with reservoir sampling and online gradient updating method [118].
- **Online Uni-Exp**: Online learning algorithm which optimizes the (weighted) univariate exponential loss [48].
- **B-SVM-OR**: A batch learning algorithm which optimizes the pairwise hinge loss [42].
- **B-LS-SVM**: A batch learning algorithm which optimizes the pairwise square loss.

To examine the performance of the proposed regSOLAM algorithm in comparison to state-of-the-art methods, we conduct experiments on 12 benchmark datasets. Table 3.1 shows the details of each of the datasets. All of these datasets are available for download from the LIBSVM and UCI machine learning repository. Note that some of the datasets (mnist, covtype, etc.) are multi-class, which we converted to binary data by randomly partitioning the data into two groups, where each group includes the same number of classes.
Datasets & regSOLAM & OPAUC & OAMseq & OAMgra & B-SVM-OR & B-LS-SVM \\
--- & -- & -- & -- & -- & -- & -- \\
diabetes & .8140±.0330 & .8309±.0350 & .8264±.0367 & .8262±.0338 & .8326±.0328 & .8325±.0329 \\
fourclass & .8222±.0276 & .8310±.0251 & .8306±.0247 & .8295±.0251 & .8305±.0311 & .8309±.0309 \\
german & .7830±.0247 & 7978±.0347 & 7747±.0411 & 7723±.0358 & 7935±.0348 & .7994±.0343 \\
slice & .9237±.0090 & 9232±.0099 & 8594±.0194 & 8864±.0166 & 9239±.0089 & .9245±.0092 \\
usps & .8222±.0021 & 9620±.0040 & 9310±.0159 & 9348±.0122 & 9630±.0047 & .9634±.0045 \\
a9a & .8970±.0048 & 9002±.0047 & 8420±.0174 & 8571±.0173 & 9009±.0036 & .8982±.0028 \\
mnist & .9999±.0014 & 9242±.0021 & 8615±.0087 & 8643±.0112 & 9340±.0020 & .9336±.0025 \\
aoustic & .8114±.0035 & 8192±.0032 & 7113±.0050 & 7711±.0027 & 8262±.0032 & .8210±.0033 \\
jcnn1 & .9108±.0030 & 9269±.0021 & 9209±.0079 & 9100±.0092 & 9337±.0024 & .9320±.0037 \\
covtype & .9332±.0020 & 8244±.0014 & 7361±.0017 & 7403±.0289 & 8248±.0013 & .8222±.0014 \\
sector & .9734±.0036 & 9292±.0081 & 9163±.0087 & 9043±.0100 & - & - \\
news20 & .9399±.0038 & 8871±.0083 & 8543±.0099 & 8346±.0094 & - & - \\

Table 3.2: Comparison of the testing AUC values (mean±std.) on the evaluated datasets. To accelerate the experiments, the value for sector was determined after five runs instead of 25 for the other data sets. The performances of OPAUC, OAMseq, OAMgra, online Uni-Exp, B-SVM-OR and B-LS-SVM were taken from [34].

For the experiments, the features were normalized by taking $x_i \leftarrow \frac{x_i - \text{mean}(x_i)}{\|x_i\|}$ for the large datasets and $x_i \leftarrow \frac{x_i}{\|x_i\|}$ for the small datasets (diabetes, fourclass, and german). For each dataset, the data is randomly partitioned into 5 folds (4 are for training and 1 is for testing). We generate this partition for each dataset 5 times. This results in 25 runs for each dataset for which we use to calculate the average AUC score and standard deviation. To determine the proper parameter for each dataset, we conduct 5-fold cross validation on the training sets to determine the learning rate $\zeta \in [1 : 9 : 100]$ and the regularization parameter $\lambda \in 10^{-5:5}$ by a grid search. The buffer size for OAMseq and OAMgra was 100 as suggested [118]. All experiments for regSOLAM were conducted with MATLAB.

A summary of the classification performances on the testing dataset of all methods is given in Table 3.2. These results give evidence that regSOLAM achieves a similar performance as other state-of-the-art online and offline methods based on AUC maximization. In some cases, regSOLAM performs better than some of the other online learning algorithms. There is a significant improvement in the text classification dataset sector and covtype. The difference in performance of regSOLAM could be due to the fact that since the data is randomly partitioned into two classes, the value of $p$ could be resulting in a higher AUC score.

However, the main advantage of regSOLAM is the running time performance while maintaining low per iteration costs. The theoretical convergence rate of $O(1/\sqrt{T})$ is demonstrated in Figure 3.1. The theory tells us that regSOLAM should have a similar rate of
Figure 3.1: AUC vs. Time curves of regSOLAM against other state of the art learning algorithms.

cconvergence as the other existing algorithms and the convergence plots confirm that assumption.
Chapter 4

Stochastic Proximal AUC Maximization

The previous chapter established the saddle point formulation for AUC optimization, however, we can exploit the primal and dual variables to express the formulation in Chapter 3 to purely be a minimization problem. First, we begin with the AUC formulation from the previous chapter:

\[
\min_{w, a, b} \max_{\alpha \in \mathbb{R}} \{ \mathbb{E}[F(w, a, b; \alpha)] + \Omega(w) \},
\]  

(4.1)

where the expectation is with respect to \( z = (x, y) \) and \( F(w, a, b; \alpha; z) \) is given as before. The algorithm regSOLAM determined the saddle point by using gradient decent on the primal variables and gradient ascent on the dual variable. An alternative, but novel formulation can be derived for AUC maximization by observing the definitions of the variables \( a \), \( b \), and \( \alpha \). Observe the fact that

\[
\text{Var}[w^\top x | y = 1] = \min_{a} \mathbb{E}[(w^\top x - a)^2 | y = 1],
\]  

(4.2)

and

\[
\text{Var}[w^\top x' | y' = -1] = \min_{b} \mathbb{E}[(w^\top x' - b)^2 | y' = -1].
\]  

(4.3)

In addition,

\[
(\mathbb{E}[w^\top x | y = 1] - \mathbb{E}[w^\top x' | y' = -1])^2 = \max_{\alpha} \{-\alpha^2
\]

\[
+ 2\alpha(\mathbb{E}[w^\top x' | y' = -1] - \mathbb{E}[w^\top x | y = 1]) \}.  \tag{4.4}
\]

It is easy to see that the optima for (4.2), (4.3), and (4.4) are respectively achieved at

\[
a(w) = w^\top \mathbb{E}[x | y = 1], \quad b(w) = w^\top \mathbb{E}[x | y = -1],
\]  

(4.5)

\[
\alpha(w) = w^\top (\mathbb{E}[x | y' = -1] - \mathbb{E}[x | y = 1]).
\]  

(4.6)
### Algorithm 19 Stochastic Forward-Backward Splitting

**Input:** Step sizes \( \{\eta_t > 0 : t \in \mathbb{N}\} \)

Initialize \( w_1 \in \mathbb{R}^d \).

for \( t = 1 \) to \( T \) do
  
  Receive sample \( z_t = (x_t, y_t) \)
  
  \( \hat{w}_{t+1} = w_t - \eta_t \nabla \ell \)
  
  \( w_{t+1} = \text{prox}_{\eta_t} \hat{w}_t \)

end for

This allows us to reformulate AUC optimization to be purely just a minimization problem with respect to \( w \):

\[
\min_w \{ \mathbb{E}[F(w, a(w), b(w), \alpha(w); z)] + \Omega(w) \}, \quad (4.7)
\]

where \( a, b, \) and \( \alpha \) are updated by (4.5) and (4.6). We can now apply a different approach to solving this problem that is more novel than the method discussed in chapter 3.

### 4.1 Proximal Methods and Algorithm Formulation

The general structure of (4.7) is a common problem in machine learning that takes the following form:

\[
\min_w \ell(w) + \Omega(w), \quad (4.8)
\]

where \( \ell \) is a loss function while \( \Omega \) represents some regularizer. A solution to this problem can be obtained by solving the problem in two steps: first, determine a solution for \( w \) by minimizing \( \ell \), then find a solution that minimizes \( \Omega(w) \) that is close to the solution obtained in the first step. This idea is more precisely known as a “forward-backward” splitting algorithm [86]. The first step is to simply perform gradient descent on \( \ell \). The critical step is determining a solution that minimizes \( \Omega(w) \) while also minimizing \( \ell(w) \). By design, the proximal operator finds a solution that minimizes \( \Omega(w) \) while the solution is restricted to being close to a solution obtained from gradient descent. The proximal step is given by:

\[
\text{prox}_{\eta}\Omega(u) = \arg\min \left\{ \frac{1}{2}\|u - w\|_2^2 + \eta\Omega(w) \right\}, \quad (4.9)
\]

where \( \eta \) is a chosen step size. The motivating algorithm is summarized in Algorithm 19.

Proximal algorithms are an entire class of methods that are used to solve convex optimization problems. Like Newton’s method, proximal algorithms are a standard tool
for non-smooth problems. They have been applied in many areas and are of high interest for high-dimensional data sets [115]. The key idea behind this operator can be derived from the optimality condition such that

$$0 \in \nabla \ell(w) + \partial \Omega(w) \iff w - \eta \nabla \ell(w) \in w + \eta \partial \Omega(w)$$

$$\iff w = P_f^\eta(w - \eta \nabla \ell(w)).$$

(4.10)

Another way of interpreting proximal operators is to consider when $\Omega(w)$ is the indicator function for a convex set $W$, i.e. $\Omega(w) = \infty$ when $w \notin W$ and 0 otherwise. Therefore, the proximal operator can simply be interpreted as the Euclidean projection onto $W$:

$$\Pi_X(y) = \text{argmin}_{w \in W} \|w - y\|.$$ 

Proximal operators can be viewed as just a generalization of projections. However, a critical reason as to why proximal operators are used is because of their fixed point property: $w^*$ is a fixed point of the proximal operator (i.e. $\text{prox}_\Omega(w^*) = w^*$) if and only if $w^*$ minimizes $\Omega(w)$. Therefore, solving a minimization problem is equivalent to finding the fixed point of the proximal operator.

We can apply the previous ideas and motivations to solve problem (4.7) by conducting stochastic gradient descent only on $w$, while $a, b,$ and $\alpha$ are then updated using equations (4.5) and (4.6), rather than doing stochastic gradient updates. Specifically, for each new
Algorithm 20 Stochastic Proximal AUC Maximization (SPAM)

Input: Step sizes \( \{ \eta_t > 0 : t \in \mathbb{N} \} \)

Initialize \( w_1 \in \mathbb{R}^d \).

for \( t = 1 \) to \( T \) do

Receive sample \( z_t = (x_t, y_t) \)

Compute \( a(w_t), b(w_t), \) and \( \alpha(w_t) \) according to (4.5) and (4.6).

\( \hat{w}_{t+1} = w_t - \eta_t \partial_1 F(w_t, a(w_t), b(w_t), \alpha(w_t); z_t) \)

\( w_{t+1} = \text{prox}_{\eta_t \Omega}(\hat{w}_{t+1}) \)

end for

data \( z_t \), we update \( w \) by

\[
\mathbf{w}_{t+1} = \mathbf{w}_t - \eta_t \partial_1 F(\mathbf{w}_t, a(\mathbf{w}_t), b(\mathbf{w}_t), \alpha(\mathbf{w}_t); z_t),
\]

where \( \partial_1 F \) denotes the gradient with respect to the first argument and \( \eta_t \) denotes the step size. The proximal map for a convex function \( \Omega : \mathbb{R}^d \to \mathbb{R} \) is defined as

\[
\text{prox}_{\eta \Omega}(u) = \arg \min\left\{ \frac{1}{2} \| u - \mathbf{w} \|^2 + \eta \Omega(\mathbf{w}) \right\}.
\]

The novelty of this approach is that \( \Omega(\cdot) \) could be a non-smooth penalty function such as \( \ell_1 \).

The proposed algorithm is similar to forward-backward splitting [24, 86] with the pseudo-code summarized in Algorithm 20. Our algorithm differs significantly since the forward-backward methods focused on accuracy. The storage and per-iteration cost is one datum, however, the algorithm has an assumption that the class means are known, i.e. \( \mathbb{E}(x|y = 1) \) and \( \mathbb{E}(x|y = -1) \) as well as the probability of class 1. This assumption can be alleviated by using a portion of the training data to estimate the probability of class 1 as well as the class means can be estimated by sample means.

By reformulating AUC in such a way, it is expected that SPAM will have a faster convergence rate than regSOLAM. To illustrate why this is true, let \( f(\mathbf{w}) = p(1 - p)\mathbb{E}[1 - \mathbf{w}^\top(x - x')]^2 | y = 1, y' = -1 ] \) which is the same as \( \min_{a,b} \max_{\alpha} \mathbb{E}[F(\mathbf{w}, a, b, \alpha; z)] \). The following critical lemma determines why this can be done.

Lemma 4.1. Let \( \mathbf{w}_t \) be given by SPAM described in Algorithm 20. Then, we have that

\[
\partial f(\mathbf{w}_t) = \mathbb{E}_{z_t}[\partial_1 F(\mathbf{w}_t, a(\mathbf{w}_t), b(\mathbf{w}_t), \alpha(\mathbf{w}_t); z_t)],
\]
where $E_{z_t}[]$ denotes the expectation with respect to $z_t = (x_t, y_t)$.

**Proof.** First, the notation $\partial_i F$ denotes the partial derivative of $F$ with respect to the $i$th argument. The application of the chain rule gives

$$
\partial_w f(w_t) = \partial_w E_{z_t}[F(w_t, a(w_t), b(w_t), \alpha(w); z_t)]
= E_{z_t} \left[ \partial_w F(w_t, a(w_t), b(w_t), \alpha(w); z_t) \right]
= E_{z_t} \left[ \partial_1 F(w_t, a(w_t), b(w_t), \alpha(w); z_t) \right]
+ E_{z_t} \left[ \partial_2 F(w_t, a(w_t), b(w_t), \alpha(w); z_t) \partial_w a(w_t) \right]
+ E_{z_t} \left[ \partial_3 F(w_t, a(w_t), b(w_t), \alpha(w); z_t) \partial_w b(w_t) \right]
+ E_{z_t} \left[ \partial_4 F(w_t, a(w_t), b(w_t), \alpha(w); z_t) \partial_w \alpha(w_t) \right].
$$

(4.13)

The interchanging between differentiation and integration in the second inequality follows from Leibniz’s Integral rule since $F(w_t, a(w_t), b(w_t), \alpha(w); z_t)$ is quadratic and the input space $\mathcal{X}$ is a bounded domain. For the last part, we have that

$$
E_{z_t} \left[ \partial_2 F(w_t, a(w_t), b(w_t), \alpha(w); z_t) \partial_w a(w_t) \right]
= \partial_2 E_{z_t} \left[ F(w_t, a(w_t), b(w_t), \alpha(w); z_t) \right] [E(x|y = 1)],
$$

(4.14)

since $w_t$ depends on $\{z_1, z_2, \ldots, z_{t-1}\}$. To prove the lemma, it just requires the use of the first order optimality condition applied on $a$, $b$, and $\alpha$. For

$$
\min_{a,b} \max_{\alpha} E_{z_t}[F(w_t, a, b, \alpha; z_t)],
$$
a($w_t$) is the minimizer which gives that $\partial_2 E_{z_t} \left[ F(w_t, a(w_t), b, \alpha; z_t) \right] = 0$. It then follows that:

$$
\partial_2 E_{z_t} \left[ F(w_t, a(w_t), b(w_t), \alpha(w_t); z_t) \right]
= E_{z_t} \left[ \partial_2 F(w_t, a(w_t), b(w_t), \alpha(w); z_t) \partial_w a(w_t) \right] = 0.
$$

A similar argument can be made for the third and fourth terms on the righthand side of (4.13). This completes the proof of the lemma. \qed
The significance of the above lemma is that on \( \{z_1, \ldots, z_{t-1}\} \),
\[
\partial_{t} F(w_{t}, a(w_{t}), b(w_{t}), \alpha(w_{t}); z_{t})
\]
is an unbiased estimator of the true gradient \( \partial_{w} f(w_{t}) \). This strongly indicates that SPAM will have a faster convergence rate than regSOLAM in Chapter 3. Therefore, SPAM should have a convergence rate similar to SGD methods for a strongly convex objective function [82, 91]. Using this intuition, we will prove the convergence rate in the next section.

### 4.2 Convergence Analysis

Before we present our convergence results, we first discuss some critical differences in assumptions about SPAM and the proofs in [24, 86]. The convergence analysis of those methods critically depends on that the iterates are uniformly bounded. The variance of the stochastic gradient is bounded as well, however, verifying this is difficult in practice. The techniques used here do not use any of these assumptions. Additionally, a primal-dual method for saddle point problems that can achieve a convergence rate of \( O(1/T) \) could be applied to AUC maximization, however, the saddle point construction differs from (4.7) [74]. Also, the method assumes strong convexity on both the primal and dual variables unlike the work presented in this chapter.

Before we introduce the convergence rate of SPAM, first we need to define some important notations and assumptions. First, we will let \( f(w) = p(1-p)\mathbb{E}[(1-w^\top(x-x'))^2|y = 1, y' = -1] \). The solution of (4.7) will be given by \( w^* \). Next, we will define the following constant for notational simplicity:

\[
\mathbb{E}[\|G(w^*; z) - \partial f(w^*)\|^2] = \sigma_w^2,
\]
(4.15)

where \( G(w; z) = \partial_1 F(w, a(w), b(w), \alpha(w); z) \). We will base the convergence results on the following assumptions:

**Assumption 4.1.** Assume that \( \Omega(\cdot) \) is \( \beta \)-strongly convex.

**Assumption 4.2.** There exists an \( M > 0 \) such that \( \|x\| \leq M \) for any \( x \in \mathcal{X} \).

Finally, the convergence results are based on some constants. We denote them as
follows: \( C_{\beta,M} := \frac{\beta}{128M^4} \), \( \tilde{C}_{\beta,M} = \frac{\beta}{(1 + \frac{\beta}{128M^4})^2} \), and \( \bar{C}_{\beta,M} = \tilde{C}_{\beta,M} C_{\beta,M} = \frac{128M^4\beta^2}{(128M^4 + \beta^2)^2} \). As from the previous chapter, we use the conventional notation that for any \( T \in \mathbb{N} \), \( \mathbb{N}_T = \{1, \ldots, T\} \). To prove the convergence rates of SPAM, we require the following critical lemma that establishes how \( \|w_t - w^*\| \) changes with \( t \).

**Lemma 4.2.** Under Assumptions 4.1 and 4.2, let \( \{w_t : t \in \mathbb{N}_{T+1}\} \) be generated by SPAM. Then, the following statements hold true.

(i) For any \( t \in \mathbb{N} \) there holds

\[
\mathbb{E}[\|w_{t+1} - w^*\|^2] \leq \frac{1 + 128M^4 \eta_t^2}{(1 + \eta_t \beta)^2} \mathbb{E}[\|w_t - w^*\|^2] + 2\sigma^2 \eta_t^2. \tag{4.16}
\]

(ii) If, furthermore, \( 0 < \eta_t \leq C_{\beta,M} := \frac{\beta}{128M^4} \) for any \( t \in \mathbb{N}_T \), then we have, for any \( t \in \mathbb{N}_T \),

\[
\mathbb{E}[\|w_{t+1} - w^*\|^2] \leq (1 - \bar{C}_{\beta,M} \eta_t) \mathbb{E}[\|w_t - w^*\|^2] + 2\sigma^2 \eta_t^2. \tag{4.17}
\]

**Proof.** Recall that we previously stated that \( w^* \) is the solution of (4.7). Now using the first order optimality conditions and (4.10), we have, for any \( \eta_t > 0 \),

\[ w^* = \text{prox}_{\eta_t \Omega}(w^* - \eta_t \partial f(w^*)). \]

Applying the definition of \( w_{t+1} \) in Algorithm 20 as the above observation gives that

\[
\|w_{t+1} - w^*\|^2 = \|\text{prox}_{\eta_t \Omega}(w_{t+1}) - \text{prox}_{\eta_t \Omega}(w^* - \eta_t \partial f(w^*))\|^2. \tag{4.18}
\]

By Assumption 4.1, \( \eta_t \Omega(w) \) is \( \eta_t \beta \)-strongly convex and furthermore, by Proposition 23.11 in [2], \( \text{prox}_{\eta_t \Omega}(\cdot) \) is \( (1 + \eta_t \beta) \)-cocoercive, i.e., for any \( u \) and \( w \), there holds \( \langle u - w, \text{prox}_{\eta_t \Omega}(u) - \text{prox}_{\eta_t \Omega}(w) \rangle \geq (1 + \eta_t \beta) \|\text{prox}_{\eta_t \Omega}(u) - \text{prox}_{\eta_t \Omega}(w)\|^2 \). Applying the Cauchy-Schwartz inequality yields that

\[
\|\text{prox}_{\eta_t \Omega}(u) - \text{prox}_{\eta_t \Omega}(w)\| \leq \frac{1}{1 + \eta_t \beta} \|u - w\|.
\]
Substituting this back into (4.18), we obtain

\[
\|\mathbf{w}_{t+1} - \mathbf{w}^*\|^2 = \|\text{prox}_{\eta_t \Omega}(\mathbf{w}_{t+1}) - \text{prox}_{\eta_t \Omega}(\mathbf{w}^* - \eta_t \partial f(\mathbf{w}^*))\|^2
\]

\[
\leq \frac{1}{(1 + \eta_t \beta)^2} \|\mathbf{w}_{t+1} - (\mathbf{w}^* - \eta_t \partial f(\mathbf{w}^*))\|^2
\]

\[
= \frac{1}{(1 + \eta_t \beta)^2} \|\mathbf{w}_t - \mathbf{w}^*\| - \eta_t (G(\mathbf{w}_t, z_t) - \partial f(\mathbf{w}^*))\|^2. \tag{4.19}
\]

Recall that the last equality uses the notation

\[G(\mathbf{w}_t; z_t) = \partial F(\mathbf{w}_t, a(\mathbf{w}_t), b(\mathbf{w}_t), \alpha(\mathbf{w}_t); z_t).\]

The expectation of both sides of (4.19) and expanding out the righthand side yields

\[
\mathbb{E}[\|\mathbf{w}_{t+1} - \mathbf{w}^*\|^2] \leq \frac{1}{(1 + \eta_t \beta)^2} \left( \mathbb{E}[\|\mathbf{w}_t - \mathbf{w}^*\|^2] - 2 \eta_t \mathbb{E}[\langle \mathbf{w}_t - \mathbf{w}^*, G(\mathbf{w}_t; z_t) - \partial f(\mathbf{w}^*) \rangle] + \eta_t^2 \mathbb{E}[\|G(\mathbf{w}_t; z_t) - \partial f(\mathbf{w}^*)\|^2] \right). \tag{4.20}
\]

The first term in on the right hand side of (4.20) gives the desired term. It now suffices to bound the remaining terms. To bound the middle term, we can apply Lemma 4.1 to obtain:

\[
\mathbb{E}[\langle \mathbf{w}_t - \mathbf{w}^*, G(\mathbf{w}_t; z_t) - \partial f(\mathbf{w}^*) \rangle] = \mathbb{E}[\langle \mathbf{w}_t - \mathbf{w}^*, \mathbb{E}_{z_t}[G(\mathbf{w}_t; z_t) - \partial f(\mathbf{w}^*)] \rangle] = \mathbb{E}[\langle \mathbf{w}_t - \mathbf{w}^*, \partial f(\mathbf{w}_t) - \partial f(\mathbf{w}^*) \rangle] \geq 0, \tag{4.21}
\]

where the last inequality follows from the convexity of \(f\). To bound the last term of (4.20), we can do the following:

\[
\mathbb{E}[\|G(\mathbf{w}_t; z_t) - \partial f(\mathbf{w}^*)\|^2] \leq 2 \mathbb{E}[\|G(\mathbf{w}_t; z_t) - G(\mathbf{w}^*; z_t)\|^2] + 2 \mathbb{E}[\|G(\mathbf{w}^*; z_t) - \partial f(\mathbf{w}^*)\|^2].
\]

A critical observation is that \(G\) is a linear function of \(\mathbf{w}_t\). Since by Assumption 4.2 that
\[ \|x_t\| \leq M, \text{ we have} \]
\[ \|G(w_t; z_t) - G(w^*; z_t)\| \leq 4M^2(1 - p)\|w_t - w^*\|_{y_t=1} \]
\[ + 4M^2p\|w_t - w^*\|_{y_t=-1} \]
\[ + 4M^2|p - \mathbb{I}_{y_t=1}|\|w_t - w^*\| \]
\[ \leq 8M^2\|w_t - w^*\|. \quad (4.22) \]

Even more so, from (4.15), we have
\[ E[\|G(w^*; z_t) - \partial f(w^*)\|^2] = E_{z_t}[\|G(w^*; z_t) - \partial f(w^*)\|^2] = \sigma^2_. \]
Therefore,
\[ E[\|G(w_t; z_t) - \partial f(w^*)\|^2] \leq 2(8M^2)^2E[\|w_t - w^*\|^2] + 2\sigma^2_. \quad (4.23) \]

To finish part (i) of the lemma, we need to just combine together (4.20), (4.21) and (4.23):
\[ E[\|w_{t+1} - w^*\|^2] \leq \frac{1}{(1 + \eta_t\beta)^2} \left( E[\|w_t - w^*\|^2] \right. \]
\[ + 2(8M^2)^2\eta_t^2E[\|w_t - w^*\|^2] + 2\sigma^2_\eta_t^2 \]
\[ \left. \leq \frac{1 + 128M^4\eta_t^2}{(1 + \eta_t\beta)^2} E[\|w_t - w^*\|^2] + 2\sigma^2_\eta_t^2. \right) \quad (4.24) \]

This finishes part (i) of the lemma.

To prove the second part of the lemma, the coefficient in (4.24) can be reformulated as
\[ \frac{1 + 128M^4\eta_t^2}{(1 + \eta_t\beta)^2} = 1 - \left( 1 - \frac{1 + 128M^4\eta_t^2}{(1 + \eta_t\beta)^2} \right) = 1 - \frac{[2\beta + \beta^2\eta_t - 128M^4\eta_t]s_t}{(1 + \eta_t\beta)^2}. \quad (4.25) \]

Applying the hypothesis in (ii) of the lemma that \( \eta_t \leq \frac{\beta}{128M^4} \) yields
\[ \frac{[2\beta + \beta^2\eta_t - 128M^4\eta_t]}{(1 + \eta_t\beta)^2} \eta_t \geq \frac{\beta}{(1 + \frac{\beta^2}{128M^4})^2}\eta_t. \quad (4.26) \]

Even more so, observe that \( \frac{\beta}{128M^4} \leq \left( \frac{1 + \frac{\beta^2}{128M^4}}{\beta} \right)^2 \). This implies the assumption \( \eta_t \leq \frac{\beta}{128M^4} \) guarantees that \( 1 - \frac{\beta}{(1 + \frac{\beta^2}{128M^4})^2}\eta_t \geq 0 \). To complete the proof, combine together (4.25) and (4.26) to obtain the desired result. This completes the proof of the lemma.

\[ \square \]
Before we state the convergence results, the following lemma will be helpful in the proofs [95].

**Lemma 4.3.** For any $0 < \nu \leq 1$, $0 < \alpha < 1$, $t < T$, and $0 < \theta \leq 1$, the following estimations hold true.

(i) $\sum_{j=t+1}^{T} j^{-\alpha} \geq \frac{1}{1-\alpha}[(T + 1)^{1-\alpha} - (t + 1)^{1-\alpha}]$,

(ii) $\sum_{t=1}^{T-1} \frac{1}{t^{\alpha}} \exp \left\{ -\nu \sum_{j=t+1}^{T} j^{-\alpha} \right\} \leq \frac{18}{\nu T^\alpha} + \frac{9T^{1-\alpha}}{(1-\alpha)2^{1-\alpha}} \exp \left\{ -\frac{\nu(1-2\alpha-1)}{1-\alpha}(T + 1)^{1-\alpha} \right\}$,

(iii) $e^{-cx} \leq \left( \frac{b}{ce} \right)^{b-x} \text{ for } x > 0, c > 0 \text{ and } b > 0$.

With the above lemma, we can present and prove the convergence results.

An important observation in Lemma 4.2 is that there are no assumptions about the step size. By including an additional assumption on $\eta_t$, SPAM obtains different rates of convergence. The first is stated and proved below.

**Theorem 4.1.** Under Assumptions 4.1 and 4.2, and choosing step sizes with some $\theta \in (0, 1)$ in the form of $\{\eta_t = \frac{C_{\beta,M}}{\nu^t} t \in \mathbb{N}\}$, the algorithm SPAM achieves the following:

$$
\mathbb{E}[\|w_{T+1} - w^*\|^2] \leq \left[ \exp \left( \frac{\bar{C}_{\beta,M}}{1-\theta} \left( \frac{\theta}{\bar{C}_{\beta,M} e} \right) \right) \right]^\frac{\theta}{1-\theta} \mathbb{E}[\|w_1 - w^*\|^2] 
+ 2\sigma^2 \frac{C_{\beta,M}^2}{(1-\theta)2^{1-\theta}} \left( \frac{1}{\bar{C}_{\beta,M}(1-2\theta-1)e} \right)^\frac{1}{1-\theta} 
+ \frac{18}{C_{\beta,M}} + 1) \right] T^{-\theta}.
$$

**Proof.** For notational simplicity, let $r_t = \mathbb{E}[\|w_t - w^*\|^2]$. The choice of the step sizes $\eta_t = \frac{C_{\beta,M}}{\nu^t}$ satisfies the hypothesis in Lemma 4.2, i.e. $\eta \leq C_{\beta,M}$. Recall the previously stated constants $C_{\beta,M} = \frac{\beta}{128 M^4}$, $\tilde{C}_{\beta,M} = \frac{\beta}{(1 + \beta^2/128 M^4)^2}$, and $\bar{C}_{\beta,M} = \tilde{C}_{\beta,M} C_{\beta,M}$ which guarantees that $1 - \bar{C}_{\beta,M} \eta_t \geq 1 - \tilde{C}_{\beta,M} C_{\beta,M} = 1 - C_{\beta,M} \geq 0$ for any $t \in \mathbb{N}_T$. From (4.17), after $T$ iterations, it is should be clear that

$$
r_{T+1} \leq r_1 \prod_{k=1}^{T} \left( 1 - \tilde{C}_{\beta,M} \eta_k \right) + 2\sigma^2 \sum_{k=1}^{T-1} \prod_{i=k+1}^{T} \left( 1 - \tilde{C}_{\beta,M} \eta_i \right) \eta_k^2 + 2\sigma^2 \eta_T^2. \quad (4.27)
$$

It now suffices to bound the above two terms. The first term can be bounded by the fact
that $1 - x \leq \exp(-x)$ for all $x \in \mathbb{R}$. This yields that

$$r_1 \prod_{k=1}^{T} \left( 1 - \tilde{C}_{\beta,M} \eta_k \right) = r_1 \prod_{k=1}^{T} \left( 1 - \tilde{C}_{\beta,M} C_{\beta,M} / k^\theta \right) \leq r_1 \exp \left( - \tilde{C}_{\beta,M} \sum_{k=1}^{T} \frac{1}{k^\theta} \right), \quad (4.28)$$

where $\tilde{C}_{\beta,M} = \tilde{C}_{\beta,M} C_{\beta,M} = \frac{128 M^4 \beta^2}{(128 M^4 + \beta^2)^2}$. Using part (i) in Lemma 4.3 gives that

$$r_1 \exp \left( - C_{\beta,M} \sum_{k=1}^{T} \frac{1}{k^\theta} \right) \leq r_1 \exp \left( \frac{\tilde{C}_{\beta,M}}{1 - \theta} \left[ 1 - (T + 1)^{1 - \theta} \right] \right) = r_1 \exp \left( \frac{\tilde{C}_{\beta,M}}{1 - \theta} \right) \exp \left( - \frac{\tilde{C}_{\beta,M}}{1 - \theta} (T + 1)^{1 - \theta} \right).$$

Furthermore, we can apply part (iii) in Lemma 4.3. Note that $b = \frac{\theta}{1 - \theta}$, $x = (T + 1)^{1 - \theta}$ and $c = \frac{\tilde{C}_{\beta,M}}{1 - \theta}$. This gives that

$$\exp \left( - \frac{\tilde{C}_{\beta,M}}{1 - \theta} (T + 1)^{1 - \theta} \right) \leq \left( \frac{\theta}{\tilde{C}_{\beta,M} e} \right)^{\frac{\theta}{1 - \theta}} (T + 1)^{-\theta}.$$

Combining the above two inequalities back into (4.28), we have

$$r_1 \prod_{k=1}^{T} \left( 1 - \tilde{C}_{\beta,M} \eta_k \right) \leq r_1 \exp \left( \frac{\tilde{C}_{\beta,M}}{1 - \theta} \right) \left( \frac{\theta}{\tilde{C}_{\beta,M} e} \right)^{\frac{\theta}{1 - \theta}} T^{-\theta}. \quad (4.29)$$

We can proceed in a similar manner to bound the second term on the right hand side of (4.27):

$$\sum_{k=1}^{T-1} \prod_{i=k+1}^{T} \left( 1 - \tilde{C}_{\beta,M} \eta_i \right) \eta_k^2 = C_{\beta,M}^2 \sum_{k=1}^{T-1} \frac{1}{k^{2\theta}} \prod_{i=k+1}^{T} \left( 1 - \tilde{C}_{\beta,M} \right) \leq C_{\beta,M}^2 \sum_{k=1}^{T-1} \frac{1}{k^{2\theta}} \exp \left( - \tilde{C}_{\beta,M} \sum_{i=k+1}^{T} \frac{1}{\eta_i^\theta} \right). \quad (4.30)$$
Applying Lemma 4.3 (ii) with \( \nu = \bar{C}_{\beta,M} \) and \( \alpha = \theta \) gives that the above is bounded by

\[
\sum_{k=1}^{T-1} \frac{1}{k^{2\theta}} \exp \left( - \bar{C}_{\beta,M} \frac{T}{1-\theta} \right) \leq \frac{9T^{1-\theta}}{(1-\theta)(2^{1-\theta})} \exp \left( - \frac{\bar{C}_{\beta,M}(1-2^{\theta-1})}{1-\theta} (T + 1)^{1-\theta} \right) + \frac{18}{\bar{C}_{\beta,M}T^{\theta}}.
\]  

(4.31)

We can apply Lemma 4.3 (iii) with \( b = \frac{1}{1-\theta}, x = (T + 1)^{1-\theta} \) and \( c = \frac{\bar{C}_{\beta,M}(1-2^{\theta-1})}{1-\theta} \) to (4.31) yields that

\[
\exp \left( - \frac{\bar{C}_{\beta,M}(1-2^{\theta-1})}{1-\theta} (T + 1)^{1-\theta} \right) \leq \frac{1}{C_{\beta,M}(1-2^{\theta-1})} \exp \left( \frac{1}{C_{\beta,M}(1-2^{\theta-1})} \right)^{\frac{1}{1-\theta}} (T + 1)^{1-\theta}.
\]  

(4.32)

Substituting (4.31) and (4.32) back into (4.30), we have

\[
2\sigma^2 \sum_{k=1}^{T-1} \prod_{i=k+1}^{T} \left( 1 - \bar{C}_{\beta,M} \eta_i \right) \eta_k^2 \leq 2\sigma^2 C_{\beta,M}^2 \left[ \frac{9}{(1-\theta)2^{1-\theta}} \exp \left( \frac{1}{C_{\beta,M}(1-2^{\theta-1})} \right)^{\frac{1}{1-\theta}} \right] + \frac{18}{C_{\beta,M}} T^{-\theta}.
\]  

(4.33)

The last term on the righthand side of (4.27) can be bounded by: \( 2\sigma^2 \eta_T^2 \leq 2\sigma^2 C_{\beta,M}^2 T^{-\theta} \). The combination of (4.29) and (4.33), gives the desired result. \( \square \)

The theorem above shows that with polynomial decaying step sizes in the form of \( \eta_t = \mathcal{O}(t^{-\theta}) \) for \( \theta \in (0, 1) \), SPAM achieves the convergence rate of \( \mathcal{O}(T^{-\theta}) \). We can improve the above result when \( \theta = 1 \).

**Theorem 4.2.** Under the Assumptions of 4.1 and 4.2, and choosing step sizes \( \{\eta_t = [\bar{C}_{\beta,M}(t + 1)]^{-1} : t \in \mathbb{N}\} \), the algorithm SPAM achieves the following:

\[
\mathbb{E}[\|w_{t+1} - w^*\|^2] \leq (t_0 \mathbb{E}[\|w_{t_0} - w^*\|^2]) \frac{1}{T} + \frac{4\sigma^2}{C_{\beta,M}^2} \log T.
\]

where \( t_0 = \max \left( 2, \left[ 1 + \frac{(128M^4 + \beta^2)\theta^2}{128M^4 \beta^2} \right] \right) \).

**Proof.** The condition that \( t \geq t_0 \) is imposed so that the assumption in part (ii) of Lemma 4.2 that \( \eta_t = [\bar{C}_{\beta,M}(t + 1)]^{-1} \leq C_{\beta,M} \) is guaranteed. As from before, letting \( r_t = \mathbb{E}[\|w_t - w^*\|^2] \)
we have
\[ r_{t+1} \leq \left(1 - \tilde{C}_{\beta,M} \eta_t\right) r_t + 2\sigma_\star^2 \eta_t^2. \] (4.34)

Then, this gives
\[ r_{T+1} \leq r_{t_0} \prod_{k=t_0}^T \left(1 - \tilde{C}_{\beta,M} \eta_k\right) + 2\sigma_\star^2 \eta_T^2 + 2\sigma_\star^2 \sum_{k=t_0}^{T-1} \prod_{i=k+1}^T \left(1 - \tilde{C}_{\beta,M} \eta_i\right) \eta_k^2. \] (4.35)

It now suffices to bound the above two terms. We can estimate the first term as follows:
\[
 r_{t_0} \prod_{k=t_0}^T (1 - \tilde{C}_{\beta,M} \eta_k) = r_{t_0} \prod_{k=t_0}^T \frac{k}{k+1} = \frac{t_0 r_{t_0}}{T+1} \leq \frac{t_0 r_{t_0}}{T}.
\]

The second term of (4.35) can be bounded as
\[
 2\sigma_\star^2 \eta_T = \frac{2\sigma_\star^2}{C_{\beta,M}^2 (T+1)^2} \leq \frac{2\sigma_\star^2}{C_{\beta,M} T}. \]
Finally, to bound the third term, we can do the following:
\[
 \sum_{k=t_0}^{T-1} \prod_{i=k+1}^T \left(1 - \tilde{C}_{\beta,M} \eta_i\right) \eta_k^2 = \tilde{C}_{\beta,M}^{-2} \sum_{k=t_0}^{T-1} \prod_{i=k+1}^T \left(1 - \frac{1}{i+1}\right) \frac{1}{(k+1)^2}
\]
\[
 = \tilde{C}_{\beta,M}^{-2} \frac{1}{T} \sum_{k=t_0}^{T-1} \frac{1}{k+1}
\]
\[
 \leq \tilde{C}_{\beta,M}^{-2} \frac{\log(T-1) - \log t_0}{T} \leq \tilde{C}_{\beta,M}^{-2} \frac{\log T}{T}.
\]

Combining all the above estimations gives the desired result. \( \square \)

The theorem above shows that SPAM can achieve a convergence of \( \mathcal{O}(1/T) \) up to a logarithmic term. This matches the optimal rate of standard stochastic gradient descent [50, 83, 93]. However, it is important to consider a bound on the term \( \mathbb{E}[\|w_t - w^\star\|^2] \). For \( \eta_t = [\tilde{C}_{\beta,M}(t+1)]^{-1} \) from part (i) of Lemma 4.2, we have, for any \( t \in \mathbb{N} \), we can estimate it as follows:
\[
 \mathbb{E}[\|w_{t+1} - w^\star\|^2] \leq \frac{1 + 128 M^4 \eta_t^2}{(1 + \eta_t \beta)^2} \mathbb{E}[\|w_t - w^\star\|^2] + 2\sigma_\star^2 \eta_t^2
\]
\[
 \leq (1 + 128 M^4 \eta_t^2) \mathbb{E}[\|w_t - w^\star\|^2] + 2\sigma_\star^2 \eta_t^2.
\]
<table>
<thead>
<tr>
<th>Data</th>
<th>Name</th>
<th># Inst</th>
<th># Feat</th>
<th>Data</th>
<th>Name</th>
<th># Inst</th>
<th># Feat</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>diabetes</td>
<td>768</td>
<td>8</td>
<td>7</td>
<td>mnist</td>
<td>60,000</td>
<td>780</td>
</tr>
<tr>
<td>2</td>
<td>fourclass</td>
<td>862</td>
<td>2</td>
<td>8</td>
<td>acoustic</td>
<td>78,823</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>german</td>
<td>1000</td>
<td>24</td>
<td>9</td>
<td>ijcnn1</td>
<td>141,691</td>
<td>22</td>
</tr>
<tr>
<td>4</td>
<td>splice</td>
<td>3175</td>
<td>60</td>
<td>10</td>
<td>covtype</td>
<td>581,012</td>
<td>54</td>
</tr>
<tr>
<td>5</td>
<td>usps</td>
<td>9,298</td>
<td>256</td>
<td>11</td>
<td>sector</td>
<td>9,619</td>
<td>55,197</td>
</tr>
<tr>
<td>6</td>
<td>a9a</td>
<td>32,561</td>
<td>123</td>
<td>12</td>
<td>news20</td>
<td>15,935</td>
<td>62,061</td>
</tr>
</tbody>
</table>

Table 4.1: Basic information about the datasets.

Therefore,

\[
E[[w_t - w^* \|^2] \leq \prod_{k=1}^{t_0-1} (1 + 128M^4 \eta_k^2) + 2\sigma^2 \sum_{k=1}^{t_0-1} \prod_{j=k}^{t_0-1} (1 + 128M^4 \eta_j^2) \eta_k^2
\]

\[
\leq \left( \prod_{k=1}^{t_0-1} (1 + 128M^4 \eta_k^2) \right) \left( 1 + 2\sigma^2 \sum_{k=1}^{t_0-1} \eta_k^2 \right).
\]

Observe that

\[
\prod_{k=1}^{t_0-1} (1 + 128M^4 \eta_k^2) \leq \exp \left( \frac{128M^4}{C^{2}_{\beta,M}} \sum_{k=1}^{t_0-1} (k+1)^{-2} \right) \leq \exp \left( \frac{128M^4}{C^{2}_{\beta,M}} \right),
\]

and \(2\sigma^2 \sum_{k=1}^{t_0-1} \eta_k^2 = \frac{2\sigma^2}{C^{2}_{\beta,M}} \sum_{k=1}^{t_0-1} (k+1)^{-2} \leq \frac{2\sigma^2}{C^{2}_{\beta,M}}\). This results in the following bound based on \(\beta\) and \(M\):

\[
E[[w_t - w^* \|^2] \leq \frac{2\sigma^2}{C^{2}_{\beta,M}} + \exp \left( \frac{128M^4}{C^{2}_{\beta,M}} \right).
\]

### 4.3 Experiments

In this section, we will verify the theoretical results of SPAM by comparing it with existing algorithms for AUC optimization. In particular, we will use two variations of SPAM with different regularizers: SPAM-L\(^2\) denotes SPAM with the Frobenius norm, i.e., \(\Omega(w) = \frac{\beta}{2} \|w\|^2\), and SPAM-NET denotes SPAM with the elastic net norm [121], i.e., \(\Omega(w) = \frac{\beta}{2} \|w\|^2 + \beta_1 \|w\|_1\). In the first case, the solution to the proximal step is straightforward with the Frobenius norm. In the second version, the proximal step can be formulated as

\[
\arg \min_w \left\{ \frac{1}{2} \|w - \frac{\dot{w}_{t+1}}{\eta_t \beta + 1}\|^2 + \frac{\eta_t \beta_1}{\eta_t \beta + 1} \|w\|_1 \right\}.
\]
Table 4.2: Comparison of the testing AUC values (mean±std.). To accelerate the experiments, the values for OPAUC, OAMseq, OAMgra, and B-LS-SVM were taken from [34].

<table>
<thead>
<tr>
<th>Data</th>
<th>SPAM-$L^2$</th>
<th>SPAM-NET</th>
<th>regSOLAM</th>
<th>OPAUC</th>
<th>OAM$_{seq}$</th>
<th>OAM$_{gra}$</th>
<th>B-LS-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8272±0.0277</td>
<td>0.8058±0.0431</td>
<td>0.8128±0.0304</td>
<td>0.8309±0.0350</td>
<td>0.8264±0.0367</td>
<td>0.8262±0.0338</td>
<td>0.8325±0.0329</td>
</tr>
<tr>
<td>2</td>
<td>0.8210±0.0203</td>
<td>0.8211±0.0205</td>
<td>0.8213±0.0209</td>
<td>0.8310±0.0251</td>
<td>0.8306±0.0247</td>
<td>0.8295±0.0251</td>
<td>0.8308±0.0309</td>
</tr>
<tr>
<td>3</td>
<td>0.7942±0.0388</td>
<td>0.7937±0.0386</td>
<td>0.7778±0.0373</td>
<td>0.7978±0.0347</td>
<td>0.7747±0.0411</td>
<td>0.7723±0.0358</td>
<td>0.7994±0.0343</td>
</tr>
<tr>
<td>4</td>
<td>0.9263±0.0091</td>
<td>0.9267±0.0090</td>
<td>0.9246±0.0087</td>
<td>0.9233±0.0099</td>
<td>0.8594±0.0194</td>
<td>0.8664±0.0166</td>
<td>0.9245±0.0092</td>
</tr>
<tr>
<td>5</td>
<td>0.9868±0.0032</td>
<td>0.9855±0.0029</td>
<td>0.9822±0.0036</td>
<td>0.9620±0.0040</td>
<td>0.9310±0.0159</td>
<td>0.9348±0.0122</td>
<td>0.9634±0.0045</td>
</tr>
<tr>
<td>6</td>
<td>0.9898±0.0046</td>
<td>0.8980±0.0047</td>
<td>0.9066±0.0043</td>
<td>0.9002±0.0047</td>
<td>0.8420±0.0174</td>
<td>0.8571±0.0173</td>
<td>0.8982±0.0028</td>
</tr>
<tr>
<td>7</td>
<td>0.9254±0.0025</td>
<td>0.9132±0.0026</td>
<td>0.9118±0.0029</td>
<td>0.9242±0.0021</td>
<td>0.8615±0.0087</td>
<td>0.8643±0.0112</td>
<td>0.9336±0.0025</td>
</tr>
<tr>
<td>8</td>
<td>0.8120±0.0030</td>
<td>0.8109±0.0028</td>
<td>0.8099±0.0036</td>
<td>0.8192±0.0032</td>
<td>0.7113±0.0590</td>
<td>0.7711±0.0217</td>
<td>0.8210±0.0033</td>
</tr>
<tr>
<td>9</td>
<td>0.9174±0.0024</td>
<td>0.9155±0.0024</td>
<td>0.9129±0.0030</td>
<td>0.9269±0.0021</td>
<td>0.9209±0.0079</td>
<td>0.9100±0.0092</td>
<td>0.9320±0.0037</td>
</tr>
<tr>
<td>10</td>
<td>0.9504±0.0011</td>
<td>0.9508±0.0011</td>
<td>0.9503±0.0012</td>
<td>0.8244±0.0014</td>
<td>0.7361±0.0317</td>
<td>0.7403±0.0289</td>
<td>0.8222±0.0014</td>
</tr>
<tr>
<td>11</td>
<td>0.8768±0.0126</td>
<td>0.9077±0.0104</td>
<td>0.8767±0.0129</td>
<td>0.9292±0.0081</td>
<td>0.9163±0.0087</td>
<td>0.9043±0.0100</td>
<td>0.9225±0.0092</td>
</tr>
<tr>
<td>12</td>
<td>0.8708±0.0069</td>
<td>0.8704±0.0070</td>
<td>0.8712±0.0073</td>
<td>0.8871±0.0083</td>
<td>0.8543±0.0099</td>
<td>0.8346±0.0094</td>
<td>0.8725±0.0092</td>
</tr>
</tbody>
</table>

The solution to this step is the soft-thresholding operator [75].

We will compare SPAM to the same algorithms that were compared against regSOLAM. Table 4.3 summarizes the details of each of the data sets as from Chapter 3. We used 80% of the data for training and the remaining 20% for testing. The average AUC score and standard deviation results are based on 20 runs for each dataset. The proper parameters for each data set was determined by 5-fold cross validation on the training sets to determine the parameter $\beta \in 10^{-5.5}$ for SPAM-$L^2$ and $\beta_1 \in 10^{-5.5}$ for SPAM-NET. The experiments were conducted with MATLAB.

The classification performance on each data set is summarized in Table 4.3. SPAM-$L^2$ and SPAM-NET both achieve a comparable performance as the other state of the art AUC maximization algorithms in both the online and batch settings validating the proposed methods. It is important to note that the data set sector shows the advantage of using elastic net with the $\ell_1$ term since the $\ell_1$ norm can be used to detect noise in the data. The CPU running time of SPAM-$L^2$ versus regSOLAM is shown in Figure 4.2 on various data sets demonstrating the main advantage of SPAM’s running time efficiency. The faster convergence rate of SPAM over regSOLAM is validated by these figures along with the per-iteration running time is linear in data dimension. The results shown here demonstrates that SPAM maintains a competitive performance while achieving a faster rate of performance.
Figure 4.2: Comparison of SPAM vs. regSOLAM for AUC vs. iteration count.
Chapter 5

Stochastic Primal-Dual AUC Maximization

In the previous two chapters we introduced two novel online algorithms for AUC maximization. In this chapter, we will introduce a unique batch learning algorithm with a linear convergence rate. To accomplish this, we will compromise by increasing the per-iteration cost to solve the AUC optimization problem in (3.6). Recall from chapter 2 the empirical minimization (ERM) problem for AUC optimization studied in [34, 118]:

$$\arg\min_w \frac{1}{n_+ n_-} \sum_{i=1}^{n_+} \sum_{j=1}^{n_-} (1 - w^T (x_i - x_j))^2 \mathbb{I}_{[y_i=1 \land y_j=-1]} + \frac{\lambda}{2} \|w\|^2,$$

(5.1)

where $n_+$ and $n_-$ denote the numbers of instances in the positive and negative classes, respectively. In this chapter, we will focus on the ERM problem and design a batch learning algorithm with a linear convergence rate.

5.1 Method Formulation

To obtain a better understanding of the algorithm to be outlined, consider the general optimization problem:

$$\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} f_i(x) + g(x),$$

(5.2)

where $f_i$ is a convex loss function and $g$ is a regularization term. The formulation in (5.2) has many examples of well established classification and regression problems based upon the choice of the convex loss function and regularizer. More background can be found in [33].

An innovative approach to problem (5.2) is to reformulate it as a convex-concave saddle point problem. This can done by making use of the fenchel conjugate [29] to reformulate the loss function:

$$f_i(x) = \sup_{y_i \in \mathbb{R}} \{y_i x - f_i^*(y_i)\},$$

(5.3)
where $f_i^*(y_i) = \sup_{\alpha \in \mathbb{R}} \{\alpha y_i - f_i(\alpha)\}$. Note that $f_i^{**} = f_i$ when $f_i$ is both closed and convex [6]. By applying equation (5.3) to problem (5.2) this results in a convex-concave saddle point problem as desired:

$$\min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^n} \frac{1}{n} \sum_{i=1}^{n} (y_i \langle a_i, x \rangle - f_i^*(y_i)) + g(x),$$

(5.4)

where $a_i \in \mathbb{R}^d$ are the feature vectors. Solving the above problem can be done by alternating between maximizing with respect to $y$ and minimizing with respect to $x$. However, the dual variable $y$ has $n$ coordinates, so the maximization step would be of order $O(nd)$ resulting in this step being very computationally expensive. To overcome this issue, a randomly selected coordinate of $y$ is only used to maximize $f$. This results in a computational cost of order $O(d)$ for each iteration. A natural extension of this idea is to use a mini-batch of coordinates of $y$.

The same innovative approach as explained above can be applied to the problem of AUC maximization. Assuming that $p$ is now a uniform distribution and by denoting $\mathbb{N}_n = \{1, 2, \ldots, n\}$ for any $n \in \mathbb{N}$, we can reformulate (5.1) as:

$$\min_{w \in \mathbb{R}^d} \max_{(a,b) \in \mathbb{R}^2} \frac{1}{n} \sum_{i \in \mathbb{N}_n} F(w, a, b, \alpha, z_i).$$

(5.5)

Before the previous ideas can be considered, a few modifications need to be applied. By using the definition of $F$, we obtain the following convex-concave problem:

$$\min_{w,a,b,\alpha} \frac{1}{n_+} \sum_{i \in \mathbb{N}_n} (w^T x_i - a)^2 \mathbb{I}_{y_i=1} + \frac{1}{n_-} \sum_{i \in \mathbb{N}_n} (w^T x_i - b)^2 \mathbb{I}_{y_i=-1}$$

$$+ 2(1 + \alpha)w^T \left[ \frac{1}{n_+} \sum_{i \in \mathbb{N}_n} x_i \mathbb{I}_{y_i=1} - \frac{1}{n_-} \sum_{i \in \mathbb{N}_n} x_i \mathbb{I}_{y_i=-1} \right] - \alpha^2 + \frac{\lambda}{2} \|w\|^2.$$  

(5.6)

If we replace the $\ell_2$ regularizer by the restriction of $w$ to a ball of radius $R$, the above formulation is equivalent to the saddle point formulation (5.5). For this special case, we will develop in this section a stochastic primal-dual algorithm for AUC optimization (5.5) which is able to converge with a linear convergence rate.

Before we modify the above formulation, it is beneficial to introduce some helpful notation. For the discrete formulation, let $p = \frac{n_+}{n}$. We will define the class means as $m_+$.
and $m_+ = \frac{1}{n_+} \sum_{i \in N_n} x_i \mathbb{I}_{y_i=1}$ and $m_- = \frac{1}{n_-} \sum_{i \in N_n} x_i \mathbb{I}_{y_i=-1}$, and let $b = m_- - m_+$.

It will also be helpful for any $i \in N_n$ to apply the following transformation to the data:

$$\bar{x}_i = \frac{x_i - m_+}{\sqrt{2p}} \quad \text{if } y_i = 1, \quad \bar{x}_i = \frac{x_i - m_-}{\sqrt{2(1-p)}} \quad \text{if } y_i = -1.$$  (5.7)

Letting $g(w) = \frac{1}{2} |b^T w|^2 + b^T w + \frac{1}{2} \|w\|^2$ satisfies the assumption that $g$ is a $\lambda$-strongly convex function. Now we can present the following reformulation of (5.6) of which will be the basis for the stochastic primal-dual algorithm for AUC maximization.

**Proposition 5.1.1.** Formulation (5.6) is equivalent to

$$\min_w \max_\beta \left\{ \frac{1}{n} \sum_{i \in N_n} \beta_i \bar{x}_i - \frac{\|\beta\|^2}{2} + g(w) \right\},$$

(5.8)

where $g : \mathbb{R}^d \to \mathbb{R}$ is defined, for any $w \in \mathbb{R}^d$, by $g(w) = \frac{|b^T w|^2}{2} + b^T w + \frac{1}{2} \|w\|^2$.

**Proof.** The minimization with respect to $a, b$ and $\alpha$ gives that formulation (5.6) is equivalent to

$$\min_w \max_\alpha \left\{ \frac{1}{n_+} \sum_{i \in N_n} (w^T (x_i - m_+))^2 \mathbb{I}_{y_i=1} + \frac{1}{n_-} \sum_{i \in N_n} (w^T (x_i - m_-))^2 \mathbb{I}_{y_i=-1} + 2b^T w + |b^T w|^2 + \frac{\lambda}{2} \|w\|^2 \right\}.$$ 

Substituting the transformation of the data (5.7) into the above equation gives the desired result. \hfill \square

Using the new formulation of (5.8) this exactly matches the formulation of (5.4) and we can efficiently solve this problem by using the previously discussed method by first maximizing with respect to the dual variable $\beta$ and then minimizing with respect to the primal variable $w$. The method is summarized in Algorithm 21. The proposed method in Algorithm 21 is strongly motivated by the stochastic primal-dual algorithm proposed in [116, 114] which focused on Support Vector Machine (SVM) and logistic regression. It is important to discuss the key steps in the algorithm. Maximizing with respect to the primal variable is equivalent to solving for the convex conjugate. A regularization term with parameter $\sigma$ is introduced to ensure that the new solution of $\beta$ is closer to the previous solution. The last step is an
Algorithm 21 Stochastic Primal-Dual Algorithm for AUC Maximization (SPDAM)

Choose parameters $\sigma > 0$ and $\tau > 0$
Initialize $\beta^{(0)}$ and $w^{(0)}$. Let $\bar{w}^{(0)} = w^{(0)}$ and $u^{(0)} = \frac{1}{n} \sum_{i \in \mathbb{N}} \beta_i^{(0)} \bar{x}_i$.

for $t = 0$ to $T - 1$
do
Uniformly and randomly choose $I \subseteq \mathbb{N}$ of size $m$ and execute the following updates:
\[
\beta_i^{(t+1)} = \begin{cases}
\arg\max_{\beta_i \in \mathbb{R}} \left\{ \beta_i \langle \bar{w}^{(t)} , \bar{x}_i \rangle - \frac{|\beta_i|^2}{2} - \frac{|\beta_i - \beta_i^{(t)}|^2}{2\sigma} \right\} & \text{if } i \in I \\
\beta_i^{(t)} & \text{otherwise.}
\end{cases}
\]
\[
u^{(t+1)} = \nu^{(t)} + \frac{1}{n} \sum_{i \in I} (\beta_i^{(t+1)} - \beta_i^{(t)}) \bar{x}_i.
\]
\[
\bar{u}^{(t+1)} = \nu^{(t)} + \frac{n}{m} (\nu^{(t+1)} - \nu^{(t)}).
\]
\[
w^{(t+1)} = \arg\min_{w \in \mathbb{R}^d} \left\{ \langle \bar{u}^{(t+1)} , w \rangle + g(w) + \frac{\|w - w^{(t)}\|_2^2}{2\tau} \right\}.
\]
\[
\bar{w}^{(t+1)} = w^{(t+1)} + \theta (w^{(t+1)} - w^{(t)}).
\]
end for

extrapolation step based on Nesterov’s acceleration technique to ensure a fast convergence rate [72].

Before we detail the convergence analysis, it is appropriate to make some important comments. The algorithm SPDAM has a faster convergence rate than the methods in the previous two chapters, however, a disadvantage of SPDAM is that it cannot process streaming data. The algorithm requires a sufficient batchsize, the probability of the positive class, as well as the means of both the both positive and negative samples.

5.2 Convergence Analysis

The main novelty of Algorithm 21 is its linear convergence rate. Using the notation that $\kappa = \max\{\|x_i\| : i \in \mathbb{N}_n\}$, establishing the convergence rate of SPDAM requires the use of the following critical lemma.

**Lemma 5.1.** After $t + 1$ updates in SPDAM, we have
\[
\left( \frac{1}{m} + \frac{1}{2\sigma m} \right) \mathbb{E} \left[ \|\beta^{(t+1)} - \beta^*\|^2 \right] = \left( \frac{1}{2\sigma m} + \frac{n - m}{nm} \right) \mathbb{E} \left[ \|\beta^{(t)} - \beta^*\|^2 \right]
- \frac{1}{2\sigma m} \mathbb{E} \left[ \|\beta^{(t+1)} - \beta^{(t)}\|^2 \right]
+ \mathbb{E} \left[ \langle \bar{u}^{(t+1)} , \bar{w}^{(t)} - w^* \rangle \right],
\text{(5.9)}
\]
and

\[
(\lambda + \frac{1}{2\tau})E[\|w^{(t+1)} - w^*\|^2] \leq \frac{1}{2\tau}E[\|w^{(t)} - w^*\|^2] - \frac{1}{2\tau}E[\|w^{(t+1)} - w^{(t)}\|^2] \\
- E[\langle \tilde{u}^{(t+1)}, w^{(t+1)} - w^* \rangle].
\] (5.10)

**Proof.** We begin by first proving equation (5.9). For any \(i \in \mathbb{N}_n\), let \(\tilde{\beta}_i\) be defined as

\[
\tilde{\beta}_i = \arg\max_{\beta_i \in \mathbb{R}} \{\beta_i \langle \bar{w}^{(t)}, x_i \rangle - \frac{|\beta_i|^2}{2} - \frac{|\beta_i - \beta_i^{(t)}|^2}{2\sigma}\}.
\]

Hence,

\[
\frac{|\beta_i^{(t)} - \beta_i^*|^2}{2\sigma} + \frac{|\beta_i|^2}{2} - \beta_i^* \langle \bar{w}^{(t)}, x_i \rangle = \frac{|\beta_i^{(t)} - \tilde{\beta}_i|^2}{2\sigma} + \frac{|\tilde{\beta}_i|^2}{2} - \tilde{\beta}_i \langle \bar{w}^{(t)}, x_i \rangle \\
+ \left(\frac{1}{2} + \frac{1}{2\sigma}\right)|\tilde{\beta}_i - \beta_i^*|^2.
\] (5.11)

The saddle point \((w^*, \beta^*)\) gives by definition that

\[
\beta^* = \arg\max_{\beta_i} \left\{\beta_i \langle w^*, x_i \rangle - \frac{|\beta_i|^2}{2} \right\}.
\]

As a consequence of this, \(\tilde{\beta}_i \langle \bar{w}^*, x_i \rangle - \frac{|\tilde{\beta}_i|^2}{2} = \beta_i^* \langle \bar{w}^*, x_i \rangle - \frac{|\beta_i|^2}{2} - \frac{1}{2}|\tilde{\beta}_i - \beta_i^*|^2\) gives that \(\frac{|\tilde{\beta}_i|^2}{2} - \frac{|\beta_i|^2}{2} = (\tilde{\beta}_i - \beta_i^*) \langle \bar{w}^*, x_i \rangle + \frac{1}{2}|\tilde{\beta}_i - \beta_i^*|^2\). Substituting this back into (5.11) gives

\[
\frac{|\beta_i^{(t)} - \beta_i^*|^2}{2\sigma} + (\tilde{\beta}_i - \beta_i^*) \langle \bar{w}^{(t)} - w^*, x_i \rangle = \frac{|\beta_i^{(t)} - \tilde{\beta}_i|^2}{2\sigma} + \left(1 + \frac{1}{2\sigma}\right)|\tilde{\beta}_i - \beta_i^*|^2.
\] (5.12)

Now define \(F_t\) to be the sigma field generated by all random variables defined before round \(t\). The expectation conditioned over \(F_t\) gives that

\[
E(|\beta_i^{(t)} - \beta_i^{(t+1)}|^2 | F_t) = \frac{m}{n} |\tilde{\beta}_i - \beta_i^{(t)}|^2 \\
E(|\beta_i^{(t+1)} - \beta_i^*|^2 | F_t) = \frac{m}{n} |\tilde{\beta}_i - \beta_i^*|^2 + \frac{n - m}{n} |\beta_i^{(t)} - \beta_i^*|^2 \\
E(|\beta_i^{(t+1)}|^2 | F_t) = \frac{m}{n} |\tilde{\beta}_i|^2 + \frac{n - m}{n} |\beta_i^{(t)}|^2, \quad E(\beta_i^{(t+1)} | F_t) = \frac{m}{n} \tilde{\beta}_i + \frac{n - m}{n} \beta_i^{(t)}.
\]

The above equalities can be used to represent terms involving \(\tilde{\beta}_i\) by \(\beta_i^{(t+1)}\) on the righthand
side of (5.12). Therefore, we have

\[
\left( \frac{1}{m} + \frac{1}{2\sigma m} \right) \mathbb{E} \left[ \left| \beta_i^{(t+1)} - \beta^*_i \right|^2 | \mathcal{F}_t \right] = \left( \frac{1}{2\sigma m} + \frac{n-m}{nm} \right) \mathbb{E} \left[ \left| \beta_i^{(t)} - \beta^*_i \right|^2 - \frac{1}{2\sigma m} \mathbb{E} \left[ \left| \beta^{(t+1)} - \beta^{(t)} \right|^2 \right] \right.
\]
\[
+ \mathbb{E} \left[ \langle \bar{w}^{(t)} - w^*, \frac{1}{m} (\beta_i^{(t+1)} - \beta^*_i) \rangle + \frac{1}{n} (\beta_i^{(t)} - \beta^*_i) x_i \right] | \mathcal{F}_t \right]
\]

The summation over \( i \in \mathbb{N}_n \) and the fact that \( \bar{u}^{(t+1)} = \frac{1}{m} \sum_{i \in \mathbb{N}_n} (\beta_i^{(t+1)} - \beta^*_i) x_i + \frac{1}{n} \sum_{i \in \mathbb{N}_n} (\beta_i^{(t)} - \beta^*_i) x_i \) yields

\[
\left( \frac{1}{m} + \frac{1}{2\sigma m} \right) \mathbb{E} \left[ \left| \beta^{(t+1)} - \beta^* \right|^2 \right] = \left( \frac{1}{2\sigma m} + \frac{n-m}{nm} \right) \mathbb{E} \left[ \left| \beta^{(t)} - \beta^* \right|^2 \right]
\]
\[
- \frac{1}{2\sigma m} \mathbb{E} \left[ \left| \beta^{(t+1)} - \beta^{(t)} \right|^2 \right]
\]
\[
+ \mathbb{E} \left[ \langle \bar{w}^{(t)} - w^*, \bar{u}^{(t+1)} \rangle \right].
\]

This concludes the proof of the equality in (5.9).

To prove the inequality (5.10) in Lemma 5.1, we begin by using the definition of \( w^{(t+1)} \) and the \( \lambda \)-strong convexity of \( g \). This yields

\[
\langle \bar{u}^{(t+1)}, w^* \rangle + g(w^*) + \frac{\| w^{(t)} - w^* \|^2}{2\tau} \geq \langle \bar{u}^{(t+1)}, w^{(t+1)} \rangle + g(w^{(t+1)})
\]
\[
+ \| w^{(t+1)} - w^{(t)} \|^2
\]
\[
+ \left( \frac{\lambda}{2} + \frac{1}{2\tau} \right) \| w^{(t+1)} - w^* \|^2. \tag{5.13}
\]

For the optimal \( \beta^*_i \), define \( u^* = \frac{1}{n} \sum_{i \in \mathbb{N}_n} \beta^*_i x_i \). The saddle point \((w^*, \beta^*)\) gives by definition that

\[
\langle u^*, w^{(t+1)} \rangle + g(w^{(t+1)}) \geq \langle u^*, w^* \rangle + g(w^*) + \frac{\lambda}{2} \| w^{(t+1)} - w^* \|^2.
\]

Combining the above inequality with (5.13) yields that

\[
\left( \lambda + \frac{1}{2\tau} \right) \| w^{(t+1)} - w^* \|^2 \leq \frac{\| w^{(t)} - w^* \|^2}{2\tau} - \frac{\| w^{(t+1)} - w^{(t)} \|^2}{2\tau}
\]
\[
- \langle w^{(t+1)} - w^*, \bar{u}^{(t+1)} - u^* \rangle.
\]

This completes the proof of the lemma.
We will now state and prove the main theorem regarding the convergence rate of SPDAM. The use of Lemma 5.1 will be critical in its proof. It is important to note that the method assumes that the number of samples is known, a pre-selected batch size \( m \), the probability of a positive class, and the class means.

**Theorem 5.1.** Assume that \( g \) is \( \lambda \)-strongly convex. Let \((w^*, \beta^*)\) be the saddle point of (5.8). If the parameter \( \sigma, \tau \) and \( \theta \) are chosen such that

\[
\sigma = \frac{(n - m) + \sqrt{(n - m)^2 + 4n\kappa^2m/\lambda}}{8m\kappa^2}, \quad \tau = \frac{1}{4\sigma\kappa^2} \quad \text{and} \quad \theta = 1 - \frac{\lambda}{\lambda + 2\sigma\kappa^2},
\]

then, for any \( t \geq 1 \), the SPDAM algorithm achieves

\[
\left(\frac{1}{m} + \frac{1}{4\sigma m}\right)\mathbb{E}[\|\beta^{(t+1)} - \beta^*\|^2] + \left(\lambda + \frac{1}{2\tau}\right)\mathbb{E}[\|w^{(t+1)} - w^*\|^2] + \frac{1}{4\tau}\mathbb{E}[\|w^{(t+1)} - w^{(t)}\|^2]
\]

\[
\leq \theta\left[\left(\frac{1}{m} + \frac{1}{2\sigma m}\right)\|\beta^{(0)} - \beta^*\| + \left(\lambda + \frac{1}{2\tau}\right)\|w^{(0)} - w^*\|^2\right]. \tag{5.14}
\]

**Proof.** Combining (5.9) and (5.10) together, this yields

\[
\left(\frac{1}{m} + \frac{1}{2\sigma m}\right)\mathbb{E}[\|\beta^{(t+1)} - \beta^*\|^2] + \left(\lambda + \frac{1}{2\tau}\right)\mathbb{E}[\|w^{(t+1)} - w^*\|^2]
\]

\[
\leq \left(\frac{1}{2\sigma m} + \frac{1}{m} - \frac{1}{n}\right)\mathbb{E}[\|\beta^{(t)} - \beta^*\|] + \frac{1}{2\tau}\mathbb{E}[\|w^{(t)} - w^*\|^2]
\]

\[
- \frac{1}{2\sigma m}\mathbb{E}[\|\beta^{(t+1)} - \beta^{(t)}\|^2] - \frac{1}{2\tau}\mathbb{E}[\|w^{(t+1)} - w^{(t)}\|^2]
\]

\[
+ \mathbb{E}\left[\langle u^{(t)} - u^* + \frac{n}{m}(u^{(t+1)} - u^{(t)}), w^{(t)} - w^{(t+1)}\rangle\right]. \tag{5.15}
\]

From the definitions of \( u^{(t)}, u^{(t+1)} \) and \( w^{(t)} \), gives that

\[
\langle u^{(t)} - u^* + \frac{n}{m}(u^{(t+1)} - u^{(t)}), w^{(t)} - w^{(t+1)}\rangle
\]

\[
= \theta\langle u^{(t)} - u^*, w^{(t)} - w^{(t-1)}\rangle - \langle u^{(t+1)} - u^*, w^{(t+1)} - w^{(t)}\rangle
\]

\[
+ \frac{n\theta}{m}\langle u^{(t+1)} - u^{(t)}, w^{(t)} - w^{(t-1)}\rangle + \frac{n - m}{m}\langle u^{(t+1)} - u^{(t)}, w^{(t)} - w^{(t+1)}\rangle.
\]

From the Cauchy-Schwartz inequality, letting \( X = [x_1, x_2, \ldots, x_n]^T \) and the fact that \( \kappa^2\sigma = \]
\(\frac{1}{4\tau}\) gives
\[
\langle u^{(t+1)} - u^{(t)}, w^{(t)} - w^{(t-1)} \rangle = \left\langle \sum_{i \in K} (\beta_i^{(t+1)} - \beta_i^{(t)}) x_i, w^{(t)} - w^{(t-1)} \right\rangle \\
\leq \frac{\|\beta^{(t+1)} - \beta^{(t)}\| \kappa^2 m}{4\sigma \kappa^2 m} + \frac{\|w^{(t)} - w^{(t-1)}\|^2 m}{4\tau} \\
= \frac{\|\beta^{(t+1)} - \beta^{(t)}\|}{4\sigma} + \frac{\|w^{(t)} - w^{(t-1)}\|^2 m}{4\tau}. \tag{5.16}
\]
Similarly, \(n\langle u^{(t+1)} - u^{(t)}, w^{(t)} - w^{(t-1)} \rangle \leq \frac{\|\beta^{(t+1)} - \beta^{(t)}\|}{4\sigma} + \frac{\|w^{(t)} - w^{(t-1)}\|^2 m}{4\tau}\). Substituting these estimations into (5.17) gives that
\[
\left(\frac{1}{m} + \frac{1}{2\sigma m} - \frac{1}{n}\right) \mathbb{E}\left[\|\beta^{(t+1)} - \beta^*\|^2\right] + \left(\lambda + \frac{1}{2\tau}\right) \mathbb{E}\left[\|w^{(t+1)} - w^*\|^2\right] \\
+ \frac{1}{2\tau} \mathbb{E}\left[\|w^{(t+1)} - w^{(t)}\|^2\right] + \mathbb{E}\left[\langle u^{t+1} - u^*, w^{(t+1)} - w^{(t)} \rangle \right] \\
\leq \left(\frac{1}{m} + \frac{1}{2\sigma m} - \frac{1}{n}\right) \mathbb{E}\left[\|\beta^{(t)} - \beta^*\|\right] + \frac{1}{2\tau} \mathbb{E}\left[\|w^{(t)} - w^*\|^2\right] \\
+ \theta \left(\frac{1}{2\tau} \mathbb{E}\left[\|w^{(t)} - w^{(t-1)}\|^2\right] + \mathbb{E}\left[\langle u^{t} - u^*, w^{(t)} - w^{(t-1)} \rangle \right] \right). \tag{5.17}
\]
Assuming that \(\sigma = \frac{(n-m)+\sqrt{(n-m)^2+4n\kappa^2m/4}}{8m\kappa^2}\), \(\tau = \frac{1}{4\sigma^2}\) and \(\theta = 1 - \frac{\lambda}{\lambda+2\sigma\tau}\), this yields
\[
\left(\frac{1}{m} + \frac{1}{2\sigma m} - \frac{1}{n}\right) = \theta(1 + \frac{1}{2\sigma}) \quad \text{and} \quad \frac{1}{2\tau} = \theta(\lambda + \frac{1}{2\tau}). \tag{5.18}
\]
Defining \(\Delta_t = \left(\frac{1}{m} + \frac{1}{2\sigma m}\right) \mathbb{E}\left[\|\beta^{(t)} - \beta^*\|^2\right] + \left(\lambda + \frac{1}{2\tau}\right) \mathbb{E}\left[\|w^{(t)} - w^*\|^2\right] + \frac{1}{2\tau} \mathbb{E}\left[\|w^{(t)} - w^{(t-1)}\|^2\right] + \mathbb{E}\left[\langle u^{t} - u^*, w^{(t)} - w^{(t-1)} \rangle \right]\), from (5.18) and (5.17) we have that \(\Delta_{t+1} \leq \theta \Delta_t\). Using the exact same argument as in (5.16), there holds
\[
\|\langle u^{t} - u^*, w^{(t)} - w^{(t-1)} \rangle \| \leq \frac{\|w^{(t)} - w^{(t-1)}\|^2}{4\tau} + \frac{\|\beta^{(t)} - \beta^*\|^2}{n^2/\tau} \\
\leq \frac{\|w^{(t)} - w^{(t-1)}\|^2}{4\tau} + \frac{\|\beta^{(t)} - \beta^*\|^2}{4n\sigma\kappa^2} \leq \frac{\|w^{(t)} - w^{(t-1)}\|^2}{4\tau} + \frac{\|\beta^{(t)} - \beta^*\|^2}{4n\sigma}. \tag{5.19}
\]
Now, for any \(t\), we have that
\[
\Delta_t \geq \left(\frac{1}{m} + \frac{1}{4\sigma m}\right) \mathbb{E}\left[\|\beta^{(t)} - \beta^*\|^2\right] + \left(\lambda + \frac{1}{2\tau}\right) \mathbb{E}\left[\|w^{(t)} - w^*\|^2\right] \\
+ \frac{1}{4\tau} \mathbb{E}\left[\|w^{(t)} - w^{(t-1)}\|^2\right] \geq 0. \tag{5.20}
\]
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<table>
<thead>
<tr>
<th>Datasets</th>
<th># Inst</th>
<th># Feat</th>
<th>Datasets</th>
<th># Inst</th>
<th># Feat</th>
</tr>
</thead>
<tbody>
<tr>
<td>diabetes</td>
<td>768</td>
<td>8</td>
<td>mnist</td>
<td>60,000</td>
<td>780</td>
</tr>
<tr>
<td>fourclass</td>
<td>862</td>
<td>2</td>
<td>acoustic</td>
<td>78,823</td>
<td>50</td>
</tr>
<tr>
<td>german</td>
<td>1000</td>
<td>24</td>
<td>ijcnn1</td>
<td>141,691</td>
<td>22</td>
</tr>
<tr>
<td>splice</td>
<td>3175</td>
<td>60</td>
<td>covtype</td>
<td>581,012</td>
<td>54</td>
</tr>
<tr>
<td>usps</td>
<td>9,298</td>
<td>256</td>
<td>sector</td>
<td>9,619</td>
<td>55,197</td>
</tr>
<tr>
<td>a9a</td>
<td>32,561</td>
<td>123</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Basic information about the datasets.

Figure 5.1: AUC vs. Iteration curves of SPDAM algorithm for various batch sizes. The batch size is a percentage of the number of samples.

Finally,

$$\triangle_{t+1} \leq \theta^t \triangle_0 = \theta^t \left( \left( \frac{1}{m} + \frac{1}{2\sigma m} \right) \| \beta^{(0)} - \beta^* \| + \left( \lambda + \frac{1}{2\tau} \right) \| w^{(0)} - w^* \|^2 \right).$$

Combining this with the inequality (5.20) gives the desired result.

5.3 Experiments

In this last section, we will demonstrate the effectiveness of SPDAM against regSOLAM along with the previous state-of-the-art AUC maximization algorithms from the previous chapters. We will use the same conditions as previously used. In other words, 80% of the data was used for training with the remaining used for testing. The parameter $\lambda$ was determined to be tuned between $10^{-5:1}$. A batch size of 10% was used for $m$.

A summary of the performances of SPDAM against regSOLAM and other state-of-the-art AUC optimization methods is given in Table 5.2. Both SPDAM and regSOLAM achieve
Figure 5.2: Comparison of SPDAM vs. regSOLAM for AUC vs. iteration count. For SPDAM, 10% of the data was chosen for a batch size.
Datasets & SPADM & regSOLAM & OPAUC & OAM$_{\text{seq}}$ & OAM$_{\text{gra}}$ & B-SVM-OR & B-LS-SVM \\
\hline diabetes & 0.8275±0.0302 & 0.8140±0.0330 & 0.8309±0.0350 & 0.8264±0.0367 & 0.8262±0.0338 & 0.8326±0.0328 & 0.8325±0.0329 \\
fourclass & 0.8223±0.0275 & 0.8222±0.0276 & 0.8310±0.0251 & 0.8306±0.0247 & 0.8295±0.0251 & 0.8305±0.0311 & 0.8309±0.0309 \\
german & 0.7959±0.0265 & 0.7830±0.0247 & 0.7978±0.0347 & 0.7747±0.0411 & 0.7723±0.0358 & 0.7935±0.0348 & 0.7994±0.0343 \\
splice & 0.9227±0.0128 & 0.9237±0.0099 & 0.9232±0.0099 & 0.8594±0.0194 & 0.8664±0.0166 & 0.9239±0.0089 & 0.9245±0.0092 \\
usps & 0.9854±0.0019 & 0.9848±0.0021 & 0.9620±0.0040 & 0.9310±0.0159 & 0.9348±0.0122 & 0.9630±0.0047 & 0.9634±0.0045 \\
a9a & 0.8967±0.0032 & 0.8970±0.0048 & 0.9002±0.0047 & 0.8420±0.0174 & 0.8571±0.0173 & 0.9009±0.0036 & 0.8982±0.0028 \\
mnist & 0.9552±0.0011 & 0.9599±0.0014 & 0.9242±0.0021 & 0.8615±0.0087 & 0.8643±0.0112 & 0.9340±0.0020 & 0.9336±0.0025 \\
acoustic & 0.8119±0.0039 & 0.8114±0.0035 & 0.8192±0.0032 & 0.7113±0.0590 & 0.7711±0.0217 & 0.8262±0.0032 & 0.8210±0.0033 \\
ijcnn & 0.9132±0.0016 & 0.9108±0.0030 & 0.9269±0.0021 & 0.9209±0.0079 & 0.9100±0.0092 & 0.9337±0.0024 & 0.9320±0.0037 \\
covtype & 0.9409±0.0011 & 0.9332±0.0020 & 0.8244±0.0014 & 0.7361±0.0317 & 0.7403±0.0289 & 0.8248±0.0013 & 0.8222±0.0014 \\
sector & 0.9406±0.0062 & 0.9734±0.0036 & 0.9292±0.0081 & 0.9163±0.0087 & 0.9043±0.0100 & - & - \\
\hline

Table 5.2: Comparison of the testing AUC values (mean±std.) on the evaluated datasets. To accelerate the experiments, the value for sector was determined after five runs instead of 25 for the other data sets. The results of OPAUC, OAM$_{\text{seq}}$, OAM$_{\text{gra}}$, online Uni-Exp, B-SVM-OR and B-LS-SVM were taken from [34] as in Chapters 3 and 4.

similar performances as the other state-of-the-art online and offline methods. It should be noted that in some cases SPDAM and regSOLAM outperform the other learning algorithms. For example, there is is notable improvement in the data sets mnist and covtype. This performance increase could be due to the fact that the data sets are randomly partitioned into two classes making the value of $p$ abnormally high resulting in a higher AUC score.

The main advantage of SPDAM, however, is the running time performance. The theoretical linear convergence rate of SPDAM shows that it should be faster than regSOLAM’s $O(1/\sqrt{T})$ convergence. In Figure 5.2, we present plots of AUC vs. Iterations for SPDAM against regSOLAM over 6 datasets. These figures confirm our hypothesis that SPDAM is faster than regSOLAM while maintaining a competitive performance. It is important to note a disadvantage of SPDAM. To obtain the desired convergence rate, a sufficiently large batch size ($m$) needs to be selected. The result in Theorem 5.1 shows that the value of $\theta$ needs to be set small enough to ensure a fast convergence. For this to occur, $m$ needs to be large enough. Various batch sizes were selected in Figure 5.1 that demonstrates this. A batch size of 10% is sufficient so that SPDAM is faster than regSOLAM. It is important to note that for a batch size $m = 1$, SPDAM has very poor performance making the algorithm useless for online learning.
Chapter 6
Evaluation and Application

The algorithms SPAM and SPDAM were compared in the previous chapters by using regSOLAM as a benchmark for comparison, however, it is important to conduct an analysis of the three algorithms together. It is important to note that SPDAM is a batch learning algorithm while regSOLAM and SPAM are online learning algorithms. So it is expected that SPDAM should have a faster rate of convergence in comparison to regSOLAM and SPAM. We introduce the data sets in Section 6.1 and discuss the implementation in Section 6.2. A detailed discussion of the results is in the final section.

6.1 Data Set Descriptions

To examine the performance of the algorithms regSOLAM, SPAM, and SPDAM in comparison to each other, we conduct experiments on both benchmark datasets and data related to anomaly detection tasks. A summary of the 16 benchmark datasets is available in Table 6.1. All of these datasets are available for download from the LIBSVM and UCI machine learning repository. Note that some of the datasets (mnist, covtype, etc.) are multi-class, which we converted to binary data by randomly partitioning the data into two groups, where each group includes the same number of classes.

The methods were also tested on datasets related to anomaly detection tasks to demonstrate the methods effectiveness in many application domains. As from [21], our algorithms for AUC maximization could be used for such tasks. The data sets were obtained from [85]. Specifically, we evaluated our algorithms on data sets pertaining to the following application domains:

• Malicious Websites. We can apply the algorithms to determine if a website is malicious or not using the webspam dataset.
Table 6.1: Summary of standard benchmark datasets used in the experiments.

<table>
<thead>
<tr>
<th>Datasets</th>
<th># Inst</th>
<th># Feat</th>
<th>Datasets</th>
<th># Inst</th>
<th># Feat</th>
</tr>
</thead>
<tbody>
<tr>
<td>a9a</td>
<td>32,561</td>
<td>123</td>
<td>ijcnn1</td>
<td>141,691</td>
<td>22</td>
</tr>
<tr>
<td>acoustic</td>
<td>78,823</td>
<td>50</td>
<td>ionosphere</td>
<td>351</td>
<td>34</td>
</tr>
<tr>
<td>alpha</td>
<td>500,000</td>
<td>500</td>
<td>mnist</td>
<td>60,000</td>
<td>780</td>
</tr>
<tr>
<td>beta</td>
<td>500,000</td>
<td>500</td>
<td>news20</td>
<td>15,935</td>
<td>62,061</td>
</tr>
<tr>
<td>covtype</td>
<td>581,012</td>
<td>54</td>
<td>sector</td>
<td>9,619</td>
<td>55,197</td>
</tr>
<tr>
<td>diabetes</td>
<td>768</td>
<td>8</td>
<td>splice</td>
<td>3,175</td>
<td>60</td>
</tr>
<tr>
<td>fourclass</td>
<td>862</td>
<td>2</td>
<td>svmsguide3</td>
<td>1243</td>
<td>21</td>
</tr>
<tr>
<td>german</td>
<td>1,000</td>
<td>24</td>
<td>usps</td>
<td>9,298</td>
<td>256</td>
</tr>
</tbody>
</table>

- **Bioinformatics** Detecting noncoding RNAs from sequenced genomes will be done using the `cod-rna` dataset.

- **Credit Card Fraud.** The `australian` dataset is used for predicting whether a credit card application is fraudulent or not.

- **Medical Diagnosis** We can apply the following datasets for the following medical diagnosis:
  - The `arrhythmia` dataset determines the presence of cardiac arrhythmia (irregular heartbeat).
  - The `breastw` and `mammography` datasets determines if a breast tumor is benign or malignant.
  - The `thyroid` datset is used for detecting if a patient is hypothyroid.

- **Spam Filter** The `spambase` dataset is used for determining whether an email is considered legitimate or not.

The datasets `arrhythmia`, `breastw`, `mammography`, `thyroid` were obtained from [85]. The datasets `australian`, `cod-rna`, `spambase`, and `webspam` were obtained from [32].

### 6.2 Implementation and Setup

The experiments were conducted in a similar manner as in the previous chapters. First, the features of each dataset were normalized. The data is randomly partitioned into 5 folds (4 are for training and 1 is for testing). To determine the proper parameter for each
Datasets | Inst | Feat | p (%) | Datasets | Inst | Feat | p (%)
--- | --- | --- | --- | --- | --- | --- | ---
arrhythmia | 452 | 274 | 15.0 | mammography | 11183 | 6 | 2.32
australian | 690 | 14 | 45.0 | spambase | 4601 | 57 | 40.0
breastw | 683 | 9 | 35.0 | thyroid | 3772 | 6 | 2.5
cod-rna | 59535 | 9 | 33.3 | webspam | 350,000 | 254 | 39.3

Table 6.2: Summary of datasets used for anomaly detection. The statistic p represents the occurrence of the minority class.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>regSOLAM</th>
<th>SPAM</th>
<th>SPDAM</th>
<th>Datasets</th>
<th>regSOLAM</th>
<th>SPAM</th>
<th>SPDAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>a9a</td>
<td>.8951±.0046</td>
<td>.8995±.0041</td>
<td>.8969±.0048</td>
<td>icml</td>
<td>.9161±.0024</td>
<td>.9285±.0019</td>
<td>.9145±.0019</td>
</tr>
<tr>
<td>acoustic</td>
<td>.7926±.0040</td>
<td>.8055±.0084</td>
<td>.8153±.0032</td>
<td>ionosphere</td>
<td>.8821±.0400</td>
<td>.9064±.0376</td>
<td>.9292±.0364</td>
</tr>
<tr>
<td>alpha</td>
<td>.8152±.0025</td>
<td>.8525±.0027</td>
<td>.8152±.0012</td>
<td>mnist</td>
<td>.9267±.0093</td>
<td>.9467±.0067</td>
<td>.9356±.0028</td>
</tr>
<tr>
<td>beta</td>
<td>.5011±.0019</td>
<td>.5037±.0011</td>
<td>.5033±.0006</td>
<td>news20</td>
<td>.9399±.0038</td>
<td>.8708±.0069</td>
<td>.8655±.0028</td>
</tr>
<tr>
<td>covtype</td>
<td>.7658±.0156</td>
<td>.7990±.0001</td>
<td>.8197±.0013</td>
<td>sector</td>
<td>.9734±.0036</td>
<td>.8768±.0126</td>
<td>.9406±.0062</td>
</tr>
<tr>
<td>diabetes</td>
<td>.8178±.0309</td>
<td>.8269±.0339</td>
<td>.8287±.0311</td>
<td>splice</td>
<td>.9100±.0155</td>
<td>.9173±.0143</td>
<td>.9243±.0125</td>
</tr>
<tr>
<td>fourclass</td>
<td>.8212±.0209</td>
<td>.8214±.0214</td>
<td>.8217±.0205</td>
<td>svmguide3</td>
<td>.6488±.0328</td>
<td>.6073±.0490</td>
<td>.6226±.0407</td>
</tr>
<tr>
<td>german</td>
<td>.7765±.0360</td>
<td>.7899±.0313</td>
<td>.7913±.0302</td>
<td>usps</td>
<td>.9690±.0033</td>
<td>.9775±.0032</td>
<td>.9791±.0033</td>
</tr>
</tbody>
</table>

Table 6.3: Comparison of the testing AUC values (mean±std.) on the evaluated benchmark datasets.

For each dataset, we conducted 5-fold cross validation on the training sets to determine the parameter \( \lambda \in 10^{[-5:1]} \) for SPDAM and SPAM. For regSOLAM, the learning rate \( \zeta \in [1 : 9 : 100] \) and the regularization parameter \( \lambda \in 10^{[-5:5]} \) were found by a grid search. The buffer size for OAMseq and OAMgra is 100 as suggested [118]. We generate this partition for each dataset 5 times. This results in 25 runs for each dataset for which we used to calculate the average AUC score and standard deviation. For large datasets, such as alpha and beta, the AUC score was determined after only 5 runs. All experiments for SPDAM and regSOLAM were conducted with MATLAB.

Selecting the optimal parameter for each algorithm is a necessary step as demonstrated in Figure 6.1. For regSOLAM and SPDAM, selecting the optimal parameter \( \beta \) can have a critical effect on both the achieved AUC performance as well as the convergence of the method. However, as from the same figure, it is shown that SPAM is less sensitive to changes in parameter selection.

### 6.3 Results

In this section, we present the results of regSOLAM, SPAM, and SPDAM on both standard benchmark and anomaly detection datasets as well as discuss the strengths and
Figure 6.1: Comparison of regSOLAM, SPAM, and SPDAM for various parameter values.
Figure 6.2: Comparison of regSOLAM against SPAM and SPDAM for AUC vs. # of iterations on benchmark datasets.
Figure 6.3: Comparison of regSOLAM against SPAM and SPDAM for AUC vs. time (seconds) on benchmark datasets. The points on the plot of SPDAM represents the first and second iterations of the algorithm.
weaknesses of the proposed methods. The performance of each method is demonstrated in Tables 6.3 and 6.4. Convergence plots of selected datasets are found in Figures 6.2, 6.3, and 6.4.

It is known that batch learning algorithms are able to better optimize the objective function over online learning since more data is being processed during each iteration. As from Table 6.3, SPDAM outperforms both regSOLAM and SPAM in many of the benchmark datasets. In the case of the anomaly detection, datasets in Table 6.4, regSOLAM and SPAM achieve a similar performance to SPDAM in many of the tasks, but overall SPDAM achieves a better AUC performance.

Even though SPDAM is able to outperform regSOLAM and SPAM, a critical analysis to consider is the convergence rate of each method. A major draw back of SPDAM, and other batch learning methods, is that these methods result in a higher computational cost for each iteration step. Specifically, SPDAM processes a mini batch of size $m$ with each sample of dimension $d$, thus resulting in a complexity of $O(md)$, while the per-iteration cost of regSOLAM and SPAM are only of the order $O(d)$. This difference is insignificant for small datasets such as diabetes or fourclass. But for high dimensional data sets such as alpha and beta, the difference in computational time is significant and puts SPDAM at a major disadvantage in terms of computational time. This is illustrated in Figures 6.2, 6.3, and 6.4. Since SPDAM was shown in chapter 5 to have a linear convergence rate, it is expected to outperform the other methods when the rate of convergence is measured against the iteration count. However, when considering the computational time of each method as in Figure 6.3, SPDAM is considered extremely slow compared to regSOLAM and SPAM. Since each step of SPDAM is of order $O(md)$, for low dimensional datasets such as diabetes

<table>
<thead>
<tr>
<th>Datasets</th>
<th>regSOLAM</th>
<th>SPAM</th>
<th>SPDAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>arrhythmia</td>
<td>.8284±.0775</td>
<td>.8523±.0672</td>
<td>8738±.0576</td>
</tr>
<tr>
<td>australian</td>
<td>.7178±.0462</td>
<td>.7178±.0466</td>
<td>7656±.0406</td>
</tr>
<tr>
<td>breastw</td>
<td>.9308±.0208</td>
<td>.9352±.0168</td>
<td>.9315±.0204</td>
</tr>
<tr>
<td>cod-rna</td>
<td>.9930±.0001</td>
<td>.9062±.0025</td>
<td>.9931±.0001</td>
</tr>
<tr>
<td>mammography</td>
<td>.8961±.0352</td>
<td>.9178±.0205</td>
<td>.9152±.0181</td>
</tr>
<tr>
<td>spambase</td>
<td>.7295±.0268</td>
<td>.7993±.0158</td>
<td>.7716±.0277</td>
</tr>
<tr>
<td>thyroid</td>
<td>.9972±.0023</td>
<td>.9976±.0014</td>
<td>.9976±.0012</td>
</tr>
<tr>
<td>webspam</td>
<td>.9609±.0022</td>
<td>.9660±.0005</td>
<td>.9527±.0006</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of the testing AUC values (mean±std.) on anomaly detection datasets.
Figure 6.4: Comparison of regSOLAM against SPAM and SPDAM for AUC vs. \# of iterations for anomaly detection tasks.

and *fourclass*, SPDAM is still able to outperform regSOLAM and SPAM, however, for high dimensional datasets such as *usps* and *a9a*, regSOLAM and SPAM are able to convergence even before SPAM completes its second iteration. Overall, even though SPDAM results in a higher optimized AUC score, the method would not be useful for big data.

A drawback of the proposed algorithms in this thesis is demonstrated by the poor performance of the dataset *beta*. As from Theorem 3.1, a critical assumption of this thesis is that for each method, the goal is to determine a linear function for classification. In many datasets like *beta*, this cannot always be achieved. To overcome this problem, data is generally mapped to a higher dimension to where the data can be separated by a linear function. This is done by way of feature maps or kernel methods.
Chapter 7

Conclusion

In this thesis, we presented several novel contributions to the area of designing algorithms that overcome the challenges in optimizing AUC. Novel online and batch learning methods were developed for optimizing the AUC metric in chapters 3, 4, and 5. Experimental validation was performed on benchmark datasets for each of the proposed methods as well as a comparison between each of the methods. Furthermore, we applied the methods to anomaly detection tasks in numerous application domains. We will first outline the main contributions of this work as well as outline directions for future work.

7.1 Contributions

The main contributions of this thesis will be outlined in this section. In chapter 3, we formed the saddle point formulation for AUC optimization that overcomes the significant challenges of AUC optimization. Existing methods have attempted to overcome this, but with significant drawbacks for high dimensional data. Using chapter 3 as a foundation, we are able to further develop other algorithms that optimize the AUC score. To ensure a fair comparison with the methods developed in chapters 4 and 5, a regularization term was included in the saddle point formulation and the stochastic online method (regSOLAM) was appropriately modified. We also showed that the method still obtains a convergence rate of $O(1/\sqrt{T})$.

From the formulation in chapter 3, it is of interest to develop algorithms with a faster rate of convergence. The first of which, was discussed in chapter 4. Exploiting the idea that the primal and dual variables can be determined in terms of the current iterate of $w$, a novel stochastic proximal algorithm (SPAM) for AUC maximization with general penalty terms was developed. We proved that the algorithm could achieve a convergence rate of $O(1/T)$ up to a logarithmic term for strongly convex regularizers. The $L_2$ and elastic net regularizers
were chosen for experimental validation with the latter showing increased performance. The resulting method has a space and per-iteration complexity of one datum.

For the last contribution of this thesis, we began with the empirical risk minimization problem for AUC that has been previously studied extensively. We developed a stochastic primal-dual algorithm for AUC optimization by compromising on the per-iteration costs and exploited the objective function by using the conjugate of the objective function. Unlike the previous methods, the proposed algorithm used a mini-batch of samples to update the model. We then showed that the method can achieve a linear convergence rate and validated it experimentally.

Finally, we compared all three methods using numerous standard benchmark datasets. Additionally, we applied the methods to anomaly detection problems such as spam detection, credit card fraud detection, and medical diagnosis. Overall, we showed that regSOLAM, SPAM, and SPDAM are capable of optimizing the AUC score. Furthermore, we showed that SPDAM can achieve better performance in some cases, which is to be expected since it is a batch learning algorithm. However, if the batch size is not selected sufficiently large enough, the method has poor performance. An advantage of SPAM over SPDAM is that it is ideal for processing streaming data.

7.2 Future Work

There are several promising directions for future work based on this thesis.

- Stochastic gradient descent is preferred for large scale optimization problems, however, the method is based on the learning rate $\eta$. It is desirable for a large learning rate to ensure faster convergence, but this increases the variance of each solution. A popular algorithmic approach is designing stochastic variance reduction algorithms [43] and stochastic primal-dual algorithms [116] that have a linear convergence rate. It is of interest to develop variance reduction methods for AUC optimization with reduced per-iteration costs.

- For regSOLAM, it is of interest to determine the strong convergence of $\bar{w}_T$ in comparison to the optimal solution of the AUC problem.
• The saddle point formulation was only shown for the least square loss. It is not known if the formulation holds true of other loss functions such as the hinge loss.

• SPAM achieves a convergence of $O(1/T)$ under strong convexity. It remains unclear whether or not this assumption is necessary. The proof techniques in [1, 110] could be used to remove this assumption.

• A major assumption of this work was to find a function linear scoring function, i.e., $f(x) = \text{sign}(w^T x)$. A novel extension of this work would be to extend these methods to nonlinear scoring functions using kernel methods. Some work has been done for stochastic methods to include kernel functions [17].

• In addition to the previous extension, these ideas could be used with AUC maximization in deep learning. Previous work on this topic has already been done, however, there still exists many open problems in this area [58].

• In addition to ROC analysis being used in many application domains, lift is another measurement that is used for imbalanced class distributions in areas of direct marketing [56] and fraud detection [94]. The ideas presented in this thesis could be used to design methods that optimize the area under the lift chart.
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