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ABSTRACT

We study decidability of a term rewriting system $R$ modulo equational theories associative ($A$) or associative-commutative ($AC$). The study of this problem is motivated by possible applications to handle multiplication ($*$) and division ($/$) algebras. We use several steps to prove the term rewriting system $R$ modulo equational theories is decidable.
1 Introduction

It is very difficult to deal with commutative operators in a term rewriting system. This is a major problem since associativity and commutativity are properties that are satisfied by many mathematical operators. The main approach to deal with this issue is to build these properties into the unification and matching algorithms, i.e., we include these two identities into a set $E$, and treat them as two properties of the operator when we apply the other rules in $R$. The standard rewrite step $\to_R$ is changed to $\to_{R,E}$ [1]:

$$s \to_{R,E} t \iff \exists (l \to r) \in R, p \in \text{Pos}(s), \sigma : [s|_p \approx_E \sigma(l) \land t = s[\sigma(r)]_p]$$

This is often called extended rewriting.

In our project, we consider the rewrite relation $\to_{R,E}$ for two equational theories $A$ and $AC$. The rewrite rules of the term rewriting system $R$ are
Equational theories $A$ and $AC$ are:

$$A : x * (y * z) \approx (x * y) * z$$

$$AC : x * (y * z) \approx (x * y) * z, \ x * y \approx y * x$$

In order to prove that unification modulo $R \cup E$ is decidable for each theory $E$, we divide the proof into two parts. First we prove that $\rightarrow_{R, E}$ is convergent modulo $E$. Secondly, we prove that $\rightarrow_{R, E}$ is forward-closed. Thus unification modulo the equational theory $\approx_{R \cup E}$ is decidable.

2 Preliminaries

A term $s$ can be treated as a tree, $\text{Pos}(s)$ means all the positions in the tree. $s|_p = \text{subterm/subtree at position } p$. $\varepsilon$ represents the root position of a tree.

If a term rewriting system is both terminating and (local) confluent, then it is convergent. Hence in our case, in the first step, we want to prove $\rightarrow_{R, E}$ is convergent modulo $E$, we should prove $\rightarrow_{R, E}$ is terminating firstly then prove confluent.

We use lexicographic path ordering ($lpo$) to prove terminating. If $l >_{lpo} r$ for all rules $(l \rightarrow r) \in R$ then $\rightarrow_R$ is terminating.

A convergent rewrite system $R$ is forward-closed if and only if every innermost redex (reducible expression) can be reduced to its $R$-normal form in one step. A term $t$ is an innermost redex of a rewrite system $R$ if and only if all proper subterms of $t$ are irreducible and $t$ is an instance of the left-hand side of a rule in $R$ [4].
3 Proving $\rightarrow_{R_1 \cup R_2}$ is convergent modulo $\approx_{R_2}$ for some $R_1$ and $R_2$

Lemma 1. If $\rightarrow_{R_1 \cup R_2}$ is convergent, $\rightarrow_{R_1 \cup R_2}$ is terminating and the following commuting property

$$\forall t, t_1, t_2 : \left[ t_1 \rightarrow_{R_2} t \land t \rightarrow_{R_1 \cup R_2} t_2 \iff \exists t_3 : t_1 \rightarrow_{R_1 \cup R_2} t_3 \land t_2 \downarrow_{R_1 \cup R_2} t_3 \right]$$

holds (see Figure 1), then $\rightarrow_{R_1 \cup R_2}$ is convergent modulo $\approx_{R_2}$.

Proof. If the commuting property holds, then the following more general commuting property can be proved by induction:

$$\forall t, t_1, t_2 : t_1 \rightarrow_{R_2} t \land t \rightarrow_{R_1 \cup R_2} t_2 \Rightarrow \exists t_3 : t_1 \rightarrow_{R_1 \cup R_2} t_3 \land t_2 \downarrow_{R_1 \cup R_2} t_3$$

Suppose $\rightarrow_{R_1 \cup R_2}$ is not confluent modulo $\approx_{R_2}$. Let $s_1$ and $s_2$ be terms such that $s_1 \approx_{R_1 \cup R_2} s_2$, $s_1 \neq_{R_2} s_2$ and both $s_1$ and $s_2$ are in normal form with respect to $\rightarrow_{R_1 \cup R_2}$. Since $s_1 \neq_{R_2} s_2$ and $s_1 \approx_{R_1 \cup R_2} s_2$, we can assume, without loss of generality, that there exist terms $s'_1$ and $s''_1$ such that $s_1 \rightarrow_{R_2} s'_1 \rightarrow_{R_1} s''_1$. But then it follows from the general commuting property that $s_1$ itself is reducible by $\rightarrow_{R_1 \cup R_2}$ which is a contradiction. \hfill \Box

4 Proving convergence modulo $A$

In this section, we first prove that $\rightarrow_{R \cup A}$ is terminating, then we prove $\rightarrow_{R \cup A}$ is confluent. By combining theses two proofs we can conclude that $\rightarrow_{R \cup A}$ is convergent modulo $A$.

4.1 Proving termination

Lemma 2. The rewriting system $\rightarrow_{R \cup A}$ is terminating.
Proof. $R$ is size-decreasing and right-linear and $A$ is size-preserving and linear. □

4.2 Proving confluence

In this section we prove $\rightarrow_{R,A}$ is confluent modulo $A$.

Lemma 3. The rewriting system $\rightarrow_{R,A}$ is convergent.

Proof. Termination can be shown using the lexicographic path ordering ($lpo$). Confluence can be shown by demonstrating that every critical pair is joinable. For instance, when we consider rule 1 and rule $A$ ($u*(v*w) \approx (u*v)*w$), we have the critical pairs

$$\langle f(u,y), f((u*v)*w, y*(v*w)) \rangle, \text{ and } \langle f(x,u), f(x*(v*w), (u*v)*w) \rangle.$$

In both cases, the term on the right can be reduced to the left term by applying rule $A$ then applying rule 1 twice in these two critical pairs. □
Lemma 4. (a) Let $t = f(t_1, t_2)$ be an A-redex, i.e., $t \approx_A \sigma(l)$ for some left-hand side $l$. Then, for all $t'$ such that $t \approx_A t'$, we have $t' \rightarrow_{R,A} \sigma(r)$.

(b) Let $t = t_1 * t_2 \approx_A \sigma(l)$ for some left-hand side $l$. Then for all $t'$ such that $t \approx_A t'$, there exists $t''$ such that $t' \rightarrow_{R} t''$ and $t'' \downarrow_{R,A} \sigma(r)$.

Proof. Since $t' \approx_A t$ and $t \approx_A \sigma(l)$, we have $t' \approx_A \sigma(l)$, then we can get $t' \rightarrow_{R} t''$ and $t'' \downarrow_{R,A} \sigma(r)$. \hfill \square

Lemma 5. Let $t_1 \rightarrow_{R_2}^{q} t \rightarrow_{R_1,R_2}^{p} t_2$ and $p \preceq q$. Then $t_1 \rightarrow_{R_1,R_2}^{p} t_2$.

Proof. Since $t_1 \rightarrow_{R_2}^{q} t \rightarrow_{R_1,R_2}^{p} t_2$, there must be rules $(l \rightarrow r) \in R_1$ and $(l' \rightarrow r') \in R_2$ such that

$$t|_p \approx_{R_2} \sigma(l) \text{ and } t_1|_q \approx_{R_2} \sigma'(l')$$

for some substitutions $\sigma, \sigma'$. Since variables in the rules can be renamed we can assume that $\sigma = \sigma'$. Thus $t = t_1[\sigma'(r')]_q$. Since $p \preceq q$ we get $t_1|_p \approx_{R_2} t|_p \approx_{R_2} \sigma(l)$, and thus $t_1|_p \rightarrow_{R_1,R_2}^{p} \sigma(r) = t_2|_p$. It follows that $t_1 \rightarrow_{R_1,R_2}^{p} t_2$. \hfill \square

Lemma 6. For any term $t$, if $t \rightarrow_{R,A} t_2$ and $t \rightarrow_{A^{-1}} t_1$, then there exists a term $t_3$, having $t_1 \rightarrow_{R,A} t_3$ and $t_2 \downarrow_{R,A} t_3$. (Figure 4)

Proof. First of all, we can assume that all the terms we consider are ground terms. For any term $t$, if $t \rightarrow_{R,A} t_2$ then

$$\exists (l_1 \rightarrow r_1) \in R, p \in Pos(t), \sigma_1 : t|_p \approx_{A} \sigma_1 l_1 \land t_2 = t[\sigma_1 r_1]|_p.$$ 

If $t \rightarrow_{A^{-1}} t_1$ then

$$\exists q \in Pos(t), \sigma_2 : t|_q \approx_{A} \sigma_2 r_1 \land t_1 = t[\sigma_2 l_1]|_q$$
Figure 5: If $p$ and $q$ are disjoint positions where $A^{-1} = (r_A = (x * y)^* z \approx x * (y * z) = l_A)$. We now have to analyse all the possible relations between $p$ and $q$.

If $p$ and $q$ are disjoint positions, then it is trivial to prove this lemma as shown in Figure 5.

If $p$ and $q$ are comparable, then we need to consider 3 different cases with respect to 3 different relations between $p$ and $q$.

Case 1: If $p = q$ then this case can be proved by Lemma 4.

Case 2: Suppose $q \prec p$. We can assume that $q = \epsilon$. Then $t = (s_1 * s_2) * s_3$ and $t_1 = s_1 * (s_2 * s_3)$ for some terms $s_1$, $s_2$ and $s_3$. We only need to consider the case $p = 1$, since if $11 \preceq p$, $12 \preceq p$ or $2 \preceq p$, then $t_1$ is also reducible by $\rightarrow_{R,A}$ and the result follows.

If $p = 1$, then $s_1 * s_2 \approx_A \sigma(X) * 1$ for some substitution $\sigma$, or $s_1 * s_2 \approx_A 1 * \sigma(X)$ for some substitution $\sigma$. In the first case, it is not hard to see that the substitution $\sigma$ can be extended to $\sigma' = \{X \mapsto \sigma(X) * s_3\}$ such that $(s_1 * s_2) * s_3 \approx_A \sigma'(X) * 1$. The other case follows from symmetry.

Case 3: The case $p = \epsilon \preceq q$ follows from Lemma 5. □

**Lemma 7.** The term rewriting system $\rightarrow_{R,A}$ is confluent modulo $A$.

**Proof.** This follows from Lemma 1. □

**Lemma 8.** The term rewriting system $\rightarrow_{R,A}$ is convergent modulo $A$.

**Proof.** From Section 4.1 we get the term rewriting system $\rightarrow_{R,A}$ is terminating. According to Section 4.2 we prove $\rightarrow_{R,A}$ is confluent modulo $A$. Hence the term rewriting system $\rightarrow_{R,A}$ is convergent modulo $A$. □
5 Proving $\rightarrow_{R,A}$ is forward-closed

**Lemma 9.** The term rewriting system $\rightarrow_{R,A}$ is forward-closed.

**Proof.** According to the lemma proved in [4], we need to figure out whether every innermost redex can be reduced to its normal form with respect to $\rightarrow_{R,A}$ in one step. We analyse all possible innermost redexes for every rule in $R$:

Rule 1: An innermost redex of rule 1 can be viewed as $f(t_1 \ast t_2, t_3)$ where $t_1$, $t_2$ and $t_3$ are any terms that are irreducible and not equal to 1 whereas $t_1 \neq t_3$. Then the whole term can be reduced to $f(t_1, t_3)$ by just applying rule 1 in one step. If the new term $f(t_1, t_3)$ is irreducible then it is in normal form with respect to $\rightarrow_{R,A}$. Otherwise, the new term $f(t_1, t_3)$ can only be reduced by rule 5 or 6, which means $t_3 = t_4 \ast t_1$ or $t_1 = t_4 \ast t_3$. Then in this case, the original term $f(t_1 \ast t_2, t_3) \ast t_2$ can be reduced to normal form $f(1, t_4)$ or $f(t_4, 1)$ by $\rightarrow_{R,A}$ in one step.

It is trivial to prove innermost redex of rules 2, 3, and 4 can be reduced to their normal forms in one step.

Rule 5: An innermost redex of rule 5 can be viewed as $f(t_1, t_2 \ast t_1)$ where $t_1$ and $t_2$ are any terms that are irreducible and not equal to 1. Then it can be reduced to a new term $f(1, t_2)$ which is in normal form in one step.

Rule 6: This case is almost the same as that of rule 5.

Hence every innermost redex can be reduced to normal form with respect to $\rightarrow_{R,A}$ in one step. Therefore $\rightarrow_{R,A}$ is forward-closed.

6 Proving unification modulo $\approx_{R \cup A}$ is decidable

**Lemma 10.** Unification modulo $\approx_{R \cup A}$ is decidable.

**Proof.** Since $\rightarrow_{R,A}$ is convergent and forward-closed, unification modulo $\approx_{R \cup A}$ is decidable.

7 Proving convergence modulo AC

**Lemma 11.** The term rewriting system $\rightarrow_{R,AC}$ is convergent modulo AC.
Proof. The rewriting system can be checked convergence modulo $AC$ automatically by using RRL. Here we give an example of critical pair. When we superpose rule 1 and $C(u*v \approx v*u)$, we have the critical pair $(f(u,y), f(v*u,y*v))$, however the right term can reduce to the left term by applying $\rightarrow_{R,AC}$ in one step. Hence the critical pair is joinable. 

8 Proving $\rightarrow_{R,AC}$ is forward-closed

Lemma 12. The term rewriting system $\rightarrow_{R,AC}$ is forward-closed.

Proof. Just as for Lemma 9, we need to analyse all possible innermost redexes for all rules in $R$:

If the root symbol of an innermost redex is $f$, then the term is of the form $f(s_1, s_2)$.

If it is the innermost redex of rule 1, then we have $s_1 \approx_{AC} \sigma(x) * \sigma(z)$ and $s_2 \approx_{AC} \sigma(y) * \sigma(z)$ whereas $\sigma(z)$ is the biggest common part between $s_1$ and $s_2$. Then the whole redex can be reduced to $f(\sigma(x), \sigma(y))$ in one step. Since there is no common part between $\sigma(x)$ and $\sigma(y)$, $f(\sigma(x), \sigma(y))$ will be in normal form with respect to $\rightarrow_{R,AC}$.

If it is the innermost redex of rule 2, then $s_1 = s_2$ and it can be reduced to 1 in one step.

If it is the innermost redex of rule 5, then we have $s_1 \approx_{AC} \sigma(z)$ and $s_2 \approx_{AC} \sigma(y) * \sigma(z)$ whereas $\sigma(y)$ is not equal to 1. Then the redex can be reduced to $f(1, \sigma(y))$ which is in normal form.

If it is the innermost redex of rule 6, then we have $s_1 \approx_{AC} \sigma(x) * \sigma(z)$ and $s_2 \approx_{AC} \sigma(z)$ whereas $\sigma(x)$ is not equal to 1. Then the redex can be reduced in one step to $f(\sigma(x), 1)$ which is in normal form.

If the root symbol of an innermost redex is $\ast$, then the term can be viewed as $t_1 * t_2$, and at least one of $t_1$ and $t_2$ should be 1. Suppose $t_1 = 1$, then this innermost redex can be reduced in one step to $t_2$ which is in normal form. 

9 Proving unification modulo $\approx_{R \cup AC}$ is decidable

Lemma 13. Unification modulo $\approx_{R \cup AC}$ is decidable.

Proof. Since $\rightarrow_{R,AC}$ is convergent and forward-closed, unification modulo $\approx_{R \cup AC}$ is decidable. 
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