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NEW ESTIMATES FOR A TIME-DEPENDENT
SCHRÖDINGER EQUATION

MARIUS BECEANU

ABSTRACT. This paper establishes new estimates for linear Schrödinger
equations in $\mathbb{R}^3$ with time-dependent potentials. Some of the results are
new even in the time-independent case and all are shown to hold for
potentials in scaling-critical, translation-invariant spaces.

The proof of the time-independent results uses a novel method based
on an abstract version of Wiener’s Theorem.

1. INTRODUCTION

1.1. Overview. Consider the linear Schrödinger equation in $\mathbb{R}^3$

$$i\partial_t Z + \mathcal{H} Z = F, \ Z(0) \text{ given,}$$

(1.1)

where

$$\mathcal{H} = \mathcal{H}_0 + V = -\Delta + V,$$

(1.2)

where $V$ may be real or complex-valued, in the scalar case and

$$\mathcal{H} = \mathcal{H}_0 + V = \left( \begin{array}{cc} \Delta - \mu & 0 \\ 0 & -\Delta + \mu \end{array} \right) + \left( \begin{array}{cc} W_1 & W_2 \\ -W_2 & -W_1 \end{array} \right), \ \mu > 0$$

(1.3)

in the matrix nonselfadjoint case. $W_1$ is always taken to be real-valued, while
$W_2$ may also be complex-valued. We treat all cases in a unified manner.

Let $R_0(\lambda) = (\mathcal{H}_0 - \lambda)^{-1}$ be the resolvent of the unperturbed Hamiltonian,

$$R_0(\lambda^2)(x, y) = \frac{1}{4\pi} \frac{e^{i\lambda|x-y|}}{|x-y|}$$

(1.4)

in the scalar case (1.2) and

$$R_0(\lambda^2 + \mu)(x, y) = \frac{1}{4\pi} \begin{pmatrix} e^{-\sqrt{\lambda^2 + 2\mu}|x-y|} & 0 \\ \frac{|x-y|}{\sqrt{\lambda^2 + 2\mu}} & e^{i\lambda|x-y|} \end{pmatrix}$$

(1.5)

in the matrix case (1.3). For a multiplicative decomposition $V = V_1V_2$, such
that $V_2R_0(\lambda)V_1 \in \mathcal{L}(L^2, L^2)$ (bounded from $L^2$ to itself), the exceptional set
$\mathcal{E}$ is defined as the set of $\lambda \in \mathbb{C}$ such that $(I + V_2R_0(\lambda)V_1)^{-1} \notin \mathcal{L}(L^2, L^2)$.
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Throughout this paper we make the simplifying assumption that $\mathcal{E}$ is disjoint from the spectrum of $\mathcal{H}_0$. In $\mathbb{R}^3$, this assumption holds generically. The opposite situation requires separate treatment.

In proving our estimates for the solution $Z$ of (1.1), we use an abstract version of Wiener's Theorem, which also presents independent interest.

**Theorem 1.1.** Let $H$ be a Hilbert space and $K = \mathcal{L}(H, M_t H)$ be the algebra of bounded operators from $H$ to $M_t H$, where $M_t H$ is the space of $H$-valued Borel measures on $\mathbb{R}$ of finite mass, see (2.1).

If $A \in K$ is invertible then $\hat{A}(\lambda)$ is invertible for every $\lambda$. Conversely, assume $\hat{A}(\lambda)$ is invertible for each $\lambda$, $A = I + L$, and

$$
\lim_{t \to 0} \|L(\cdot + \epsilon) - L\|_K = 0, \quad \lim_{R \to \infty} \|(1 - \chi(t/R))L(t)\|_K = 0
$$

(1.6)

Then $A$ is invertible in $K$.

Moreover, if $A$ is supported on $[0, \infty)$, then so is $A^{-1}$, by Lemma 2.5.

Another helpful result is the following:

**Proposition 1.2.** Let $\mathcal{H}_0$ be as in (1.2) or (1.3). Then

$$
\int_{\mathbb{R}} \|e^{it\mathcal{H}_0} f\|_{L^{6,\infty}} dt \leq C\|f\|_{L^{6/5,1}}.
$$

(1.7)

We actually prove the stronger inequality

$$
\sum_{n \in \mathbb{Z}} 2^n \sup_{t \in [2^n, 2^{n+1})} \|e^{it\mathcal{H}_0} f\|_{L^{6,\infty}} \leq C\|f\|_{L^{6/5,1}}.
$$

(1.8)

We use Proposition 1.2 in the context of Theorem 1.1 — to show, for specific weights $V_1$ and $V_2$, that $V_2 e^{it\mathcal{H}_0} V_1$ is an operator-valued measure of finite mass.

Finally, let $L^{3/2,\infty}_0$ be the weak-$L^{3/2}$ closure of the set of bounded compactly supported functions. The following is the main result for time-independent potentials:

**Theorem 1.3.** Let $Z$ be a solution of the linear Schrödinger equation (1.1)

$$
i \partial_t Z + \mathcal{H} Z = F, \quad Z(0) \text{ given.}
$$

Assume that $\mathcal{H} = \mathcal{H}_0 + V$, $V$ is as in (1.2) or (1.3), and that no exceptional values of $\mathcal{H}$ are contained in $\sigma(\mathcal{H}_0)$. Then Strichartz estimates hold: if $V \in L^{3/2,\infty}_0$ then

$$
\|P_c Z\|_{L^\infty_t L^{3/2}_x \cap L^2_t L^{6/2}_x} \leq C\left(\|Z(0)\|_2 + \|F\|_{L^1_t L^3_x + L^3_t L^{6/2}_x}\right)
$$

(1.9)

and if $V \in L^{3/2,1}$ then

$$
\|P_c Z\|_{L^1_t L^{6,\infty}_x} \leq C\left(\|Z(0)\|_{L^{6/5,1}} + \|F\|_{L^1_t L^{6/5,1}_x}\right).
$$

(1.10)
Here $P_c$ is the projection on the continuous spectrum of $\mathcal{H}$.

Equation (1.1) is invariant under rescaling: replacing $Z(t,x)$ in this equation by $Z(\alpha^2 t, \alpha x)$, $V(x)$ by $\alpha^2 V(\alpha x)$, and $F(t,x)$ by $F(\alpha^2 t, \alpha x)$, the equation remains valid. It is natural to study (1.1) under scaling-invariant norms.

Our results are scaling-invariant in that $V$ appears with scaling-invariant norms and in that the constants in (1.7), (1.9), and (1.10) remain the same after rescaling.

Using Lorentz spaces instead of the more usual Sobolev spaces is essential in the statements and proofs of (1.7) and (1.10). It also allows an improvement in (1.9) — from $L^{3/2}$, proved in [Gol1], to weak-$L^{3/2}$, the weakest space of potentials for which Strichartz estimates are known so far. Estimate (1.10) is entirely new.

Note that if $V$ is scalar, real-valued, and in $L^{3/2}$, then it is enough to assume that zero is not an eigenvalue or a resonance of $\mathcal{H}$. This follows from [IoJe]. Proposition 2.9 summarizes the known spectral properties of $\mathcal{H}$ if $V \in L^{3/2, \infty}$.

Overall, Lorentz spaces provide a convenient unified framework for our methods, some of which are based on real interpolation (see the Appendices).

**Remark 1.4.** For $Z(0) = 0$, the dual of (1.10) is

$$\|P_c Z\|_{L^\infty_t L^{6,\infty}_x} \leq C \|F\|_{L^{6,5}_t L^{6/5}_x}.$$  \hfill (1.11)

Real interpolation between (1.9) and (1.10) produces

$$\|P_c Z\|_{L^p_t L^{6/p}_x} \leq C (\|Z(0)\|_{L^{q,p}_x} + \|F\|_{L^1_t L^{q,p}_x + L^p_t L^{6/5}_x}),$$  \hfill (1.12)

where $1 \leq p \leq 2$ and $3/(2q) = 1/p + 1/4$.

In particular, this estimate and its dual have a simple form for $p = 6/5$:

**Proposition 1.5.** For $Z(0) = 0$ and $V \in L^{3/2}$, provided zero is not a resonance or eigenvalue for $\mathcal{H} = \mathcal{H}_0 + V$,

$$\|P_c Z\|_{L^{6/5}_t L^{6,6/5}_x} \leq C \|F\|_{L^{6/5}_t L^{6/5}_x}; \quad \|P_c Z\|_{L^{6,6/5}_x} \leq C \|F\|_{L^{6/5}_t L^{6/5}_x}.  \hfill (1.13)$$

Other estimates, such as $t^{-3/2}$ decay estimates or wave operator estimates, will be the subject of separate papers, such as [BeGo] or [Bec3]. These results make use of Wiener’s Theorem, Theorem 1.1 in an even more general form.

**1.2. Time-dependent potentials.** We turn to time-dependent potentials. The difference is that, in this case, the Fourier transform of a kernel $T(t,s)$ which is not invariant under time translation is no longer a multiplier $\hat{T}(\lambda) : H \to H$ for each $\lambda$; it is a family of non-local operators instead. Such a generalization was studied by Howland [How].

We shall not follow this direction here; instead, we look only at perturbations of operators that are invariant under time translation, whose Fourier transform is then a perturbation of a multiplier operator.
Our results in the time-dependent case are, to some extent, independent from those for time-independent potentials. If Strichartz estimates or (1.10) hold, no matter how they were obtained, then we can extend them to the case of time-dependent potentials.

Theorem 1.3 implies the following easy generalization of itself:

**Corollary 1.6.** Let \( Z \) be a solution of
\[
  i\partial_t Z + \mathcal{H} Z + \tilde{V}(t, x) P_c Z = F, \quad Z(0) \text{ given.}
\]
Let \( \mathcal{H} = \mathcal{H}_0 + V \) be such that no exceptional values of \( \mathcal{H} \) are contained in \( \sigma(\mathcal{H}_0) \). If \( V \in L^{3/2,\infty}_t L^3_x \) and if \( \|\tilde{V}\|_{L^\infty_t L^3_x} \) is sufficiently small, then
\[
  \|P_c Z\|_{L^\infty_t L^3_x L^5_t L^6_x} \leq C \left( \|Z(0)\|_2 + \|F\|_{L^1_t L^2_x + L^3_t L^{5/2}_x} \right).
\]
If \( V \in L^{3/2,1}_t \) and if \( \|\tilde{V}\|_{L^\infty_t L^{3/2}_x} \) is sufficiently small, then
\[
  \|P_c Z\|_{L^1_t L^6_x} \leq C \left( \|Z(0)\|_{L^{6/5,1}_t} + \|F\|_{L^1_t L^{6/5}_x} + \|P_c Z\|_{L^1_t L^6_x} \right).
\]
In other words, we can add a small time-dependent potential term, which depends in an arbitrary manner on both \( x \) and \( t \).

If instead of \( \tilde{V}(t, x) P_c Z \) we have \( \tilde{V}(t, x) Z \), this term may interact with the point spectrum, so we need to control \( P_c Z \) in the same norm: for example,
\[
  \|P_c Z\|_{L^1_t L^6_x} \leq C \left( \|Z(0)\|_{L^{5/5,1}_t} + \|F\|_{L^1_t L^{6/5}_x} + \|P_c Z\|_{L^1_t L^6_x} \right).
\]

The situation is different for large time-dependent potentials, which may destroy dispersive estimates. However, we shall study a particular kind of time-dependent potentials, for which dispersive estimates still hold.

Consider the following manifold of unitary transformations \( U : \mathbb{R}^4 \times SO(3) \to \mathcal{L}(L^2, L^2) \), given by a combination of translations, rotations, and change of complex phase:
\[
  U(D, A, \Omega) = \Omega e^{D\sigma + iA\sigma_3}
\]
in the matrix case and
\[
  U(D, A, \Omega) = \Omega e^{D\sigma + iA}
\]
in the scalar case. Here \( D \) represents the translation, \( \Omega \) the rotation, and \( A \) the change of complex phase.

Within this manifold, we consider a one-parameter family of transformations \( U(t) := U(\pi(t)) \), governed by a parameter path \( \pi(t) \):
\[
  \pi: \mathbb{R} \to \mathbb{R}^4 \times SO(3), \quad \pi(t) = (D(t), A(t), \Omega(t)),
\]
where \( D(t) \in \mathbb{R}^3 \), \( A(t) \in \mathbb{R} \), and \( \Omega(t) \in SO(3) \). Thus,
\[
  U(t) = \Omega(t) e^{D(t)\sigma + iA(t)\sigma_3}, \quad \text{respectively } U(t) = \Omega(t) e^{D(t)\sigma + iA(t)}.
\]
In the sequel, we assume that the derivative of \( \pi \) is essentially bounded: \( \|\pi'\|_\infty < \infty \). In particular, \( SO(3) \) is a Lie group, endowed with a canonical Riemannian metric; we use it to measure \( \|\Omega'\|_\infty \).
We plug this family of unitary transformations into the equation (1.1) as follows, obtaining a time-dependent potential:

\[ i\partial_t R(t) + (\mathcal{H}_0 + U(t)^{-1}VU(t))R(t) = F(t), \quad R(0) \text{ given.} \] (1.22)

The Hamiltonian at time \( t \) is a conjugate of \( \mathcal{H} \):

\[ \mathcal{H}_0 + U(t)^{-1}VU(t) = U(t)^{-1}\mathcal{H}U(t) = U(t)^{-1}(\mathcal{H}_0 + V)U(t), \] (1.23)

since \( \mathcal{H}_0 \) and \( U \) commute.

The change of phase \( e^{iA} \) is trivial in the scalar case, since it commutes with \( V \), but \( e^{iA_2} \) is nontrivial in the matrix case, since \( e^{iA_2} V \neq V e^{iA_3} \).

If \( U \) is of the form (1.18), then (1.22) becomes

\[ i\partial_t R(t) + (\mathcal{H}_0 + V(t,x))R(t) = F(t), \quad R(0) \text{ given,} \] (1.24)

where

\[ V(t,x) = \begin{pmatrix} W_1(\Omega(t)x - \Omega(t)D(t)) & e^{iA(t)}W_2(\Omega(t)x - \Omega(t)D(t)) \\ -e^{-iA(t)}W_2(\Omega(t)x - \Omega(t)D(t)) & -W_1(\Omega(t)x - \Omega(t)D(t)) \end{pmatrix}. \] (1.25)

The potential \( V(t,x) \) has the same shape at all times \( t \), but can rotate or change position and complex phase.

In the scalar case, the equation looks the same, but \( V(t,x) \) is given by

\[ V(t,x) = V(\Omega(t)x - \Omega(t)D(t)), \] (1.26)

so \( A(t) \) does not even enter the equation.

Assume that \( \pi \) is continuous and a.e. differentiable. Then, denote \( Z(t) = U(t)R(t) \) and rewrite the equation in the new variable \( Z \):

\[ i\partial_t Z(t) - i\partial_t U(t)U(t)^{-1}Z(t) + \mathcal{H}_0 Z(t) + VZ(t) = U(t)F(t), \quad Z(0) = U(0)R(0). \] (1.27)

In case \( U \) is given by (1.19) and \( \Omega(t) = I \), (1.27) becomes

\[ i\partial_t Z - iD'(t)\nabla Z + A'(t)\sigma_3 Z + \mathcal{H}Z = UF, \quad Z(0) \text{ given.} \] (1.28)

In this formulation the potential is constant, plus the higher-order perturbation \(-iD'(t)\nabla + A'(t)\sigma_3 \).

More generally, we can also consider a manifold of transformations \( U(\pi) \), a one-parameter path \( U(t) := U(\pi(t)) \) within it, and construct a time-dependent potential like above. The subsequent theorem is formulated abstractly, for such a general situation, but we always keep in mind the concrete cases (1.18) and (1.19).

The main abstract result in the time-dependent setting is the following:

**Theorem 1.7.** Consider equation (1.22), for \( \mathcal{H} = \mathcal{H}_0 + V \) as in (1.2) or (1.3) and \( V \) in \( L^{3/2, \infty}_0 \), not necessarily real-valued:

\[ i\partial_t R(t) + (\mathcal{H}_0 + U(t)^{-1}VU(t))R(t) = F(t), \quad R(0) \text{ given.} \]

Let \( P_c \) be the continuous spectrum projection of \( \mathcal{H} \) and

\[ P_c(t) = U(t)^{-1}P_cU(t), \quad P_p(t) = U(t)^{-1}P_pU(t) = I - P_c(t). \] (1.29)
Assume that $U(t), t \in \mathbb{R}$, is a family of maps determined by an a.e. differentiable parameter path $\pi(t)$, with the following properties:

P1 $U(t)$ and $U(t)^{-1}$ are uniformly $L^p$-bounded maps, for $1 \leq p \leq \infty$.

P2 For every $t \in \mathbb{R}$, $U(t)$ commutes with $H$.

P3 For some $N$ and for almost every $\tau \in \mathbb{R}$

$$\lim_{\|\pi\|_{L^2} \to 0} \sup_{|t-s|=\tau} \|\langle x \rangle^{-N} (U(t)U(s)^{-1}e^{i(t-s)H_0} - e^{i(t-s)H_0}) \langle x \rangle^{-N}\|_{L^2} = 0.$$  \hfill (1.30)

P4 For any eigenfunction $f$ of $H$ or $H^*$, $\|\partial_t U(t)U^{-1}(t)f\|_{L^{6/5,2}} \leq C\|\pi\|_{\infty}$.

Assume that $\|\pi\|_{\infty}$ is sufficiently small (in a manner that depends on $V$) and there are no exceptional values of $H$ embedded in $\sigma(H_0)$. Then, one has

$$\|P_c(t)R(t)\|_{L^\infty_t L^2_x \cap L^4_t L^6_x} \leq C(\|R(0)\|_{L^2} + \|F\|_{L^1_t L^2_x + L^4_t L^{6/5,2}} + \|P_p(t)R(t)\|_{L^2_t L^6_x}).$$  \hfill (1.31)

Further assume that $V \in L^{3/2,1}$ and $P_4$ holds with $L^6/5,1$. Then

$$\|P_c(t)R(t)\|_{L^1_t L^{6\infty}_x} \leq C(\|R(0)\|_{L^{6/5,1}} + \|F\|_{L^1_t L^{6/5,1}} + \|P_p(t)R(t)\|_{L^1_t L^{6\infty}_x}).$$  \hfill (1.32)

By Lemma \ref{2.16} we show that $U(t)$ given by (1.18) or (1.19) and (1.20) has properties P1–P4, so Theorem \ref{1.7} applies. In particular, we obtain

Corollary 1.8. Consider a solution of (1.24), where $V(x,t)$ is in the form (1.25) or (1.26). Assume that $V \in L^{3/2,\infty}_0$, $H$ has no exceptional values in $(-\infty, -\mu] \cup [\mu, \infty)$, and that $\|D'\|_{L^\infty}, \|D'\|_{L^\infty}$, and $\|A'\|_{L^\infty}$ are sufficiently small, in a manner that depends on $V$. Then

$$\|P_c(t)R\|_{L^\infty_t L^2_x \cap L^4_t L^6_x} \leq C(\|R(0)\|_{L^2} + \|F\|_{L^1_t L^2_x + L^4_t L^{6/5,2}} + \|P_p(t)R\|_{L^2_t L^6_x}).$$  \hfill (1.33)

If $V \in L^{3/2,1}$, then

$$\|P_c(t)R\|_{L^1_t L^{6\infty}_x} \leq C(\|R(0)\|_{L^{6/5,1}} + \|F\|_{L^1_t L^{6/5,1}} + \|P_p(t)R\|_{L^1_t L^{6\infty}_x}).$$  \hfill (1.34)

We also formulate the analogous conclusion for (1.28):

Corollary 1.9. Consider a solution of (1.28). Assume that $V \in L^{3/2,\infty}_0$, that $H$ has no exceptional values in $(-\infty, -\mu] \cup [\mu, \infty)$, and that $\|D'\|_{L^\infty}$ and $\|A'\|_{L^\infty}$ are sufficiently small, in a manner that depends on $V$. Then

$$\|P_c Z\|_{L^\infty_t L^2_x \cap L^4_t L^6_x} \leq C(\|Z(0)\|_{L^2} + \|F\|_{L^1_t L^2_x + L^4_t L^{6/5,2}} + \|P_p Z\|_{L^2_t L^6_x}).$$  \hfill (1.35)

If $V \in L^{3/2,1}$, then

$$\|P_c Z\|_{L^1_t L^{6\infty}_x} \leq C(\|Z(0)\|_{L^{6/5,1}} + \|F\|_{L^1_t L^{6/5,1}} + \|P_p Z\|_{L^1_t L^{6\infty}_x}).$$  \hfill (1.36)
We omit the proofs of Corollary 1.8 and Corollary 1.9 since they are straightforward applications of Theorem 1.7.

One can find numerous other families satisfying properties P1–P4 of Theorem 1.7. As an example, let $\tilde{U}(t) = e^{i(\int_0^t \beta(\tau) d\tau)|\nabla|^s)}$, $0 \leq s < 1/4$. It then suffices to see that $(e^{i|\xi|^s})^\wedge \in L^1$ on $\mathbb{R}^3$.

1.3. History of the problem. The scalar selfadjoint case. The study of decay estimates for Schrödinger’s equation with a potential has a long history. In the 1970’s, Rauch [Rau] and Jensen–Kato [JeKa] studied the local decay of solutions to (1.1) in weighted $L^2$ spaces, under suitable conditions on the potential $V$ and taking into account threshold eigenvalues or resonances. Global decay of solutions was later established by Journé–Soffer–Sogge, [JSS], who proved in $\mathbb{R}^n$ that

$$\|e^{it(-\Delta+V)}P_{c}f\|_{L^\infty} \leq C|t|^{-n/2}\|f\|_{L^1},$$

(1.37)

when $n \geq 3$, zero is neither an eigenvalue, nor a resonance, and, roughly, $|V(x)| \leq C|x|^{-4-n}$ and $\hat{V} \in L^1$.

Keel–Tao [KeTa] obtained endpoint Strichartz estimates for the free Schrödinger and wave equations and introduced a method for obtaining such endpoint inequalities, which can also be used in more general situations.

Based on [KeTa], Rodnianski–Schlag [RoSc] proved nonendpoint Strichartz estimates for large potentials with $\langle x \rangle^{-2-\epsilon}$ decay. Yajima obtained dispersive estimates for Schröedinger’s equation, under rapid decay assumptions on the potential, both directly [Yaj1] and by proving the boundedness of wave operators first [Yaj2]. His estimates [Yaj3] also apply in the presence of threshold eigenvalues or resonances.


Lorentz spaces are essential in the statement of (1.10): Lebesgue spaces will only lead to decay rates of the form $t^{-s}$ for $s \in \mathbb{R}$, which are never integrable (in particular, $t^{-1}$ is not integrable). Lorentz spaces enable us to replace $t^{-1}$ by an integrable rate of decay, in a scaling-invariant setting.

Estimates (1.10) and (1.13) are related to the more general ones of Foschi, [Fos]. His result, stated here in a form relevant for comparison, is that if

$$\|e^{-it\mathcal{H}}P_{c}e^{is\mathcal{H}^*}P_{c}^*\|_{L^1,L^\infty} \leq C|t-s|^{3/2},$$

(1.38)

then

$$\|e^{-it\mathcal{H}}P_{c}e^{is\mathcal{H}^*}P_{c}^*F\|_{L^q_tL^r_x} \leq C\|F\|_{L^\tilde{q}_t'L^{\tilde{r}}_x}.$$ (1.39)

$q'$ and $\tilde{r}'$ are dual exponents to $\tilde{q}$ and $\tilde{r}$ and both $(q, r)$ and $(\tilde{q}, \tilde{r})$ must satisfy

$$1 \leq q, r \leq \infty, \quad \frac{1}{q} < \frac{3}{2} - \frac{3}{r}, \quad q \leq r,$$ (1.40)
and likewise for \((\tilde{q}, \tilde{r})\); in addition,

\[
\frac{1}{q} + \frac{1}{\tilde{q}} = \frac{3}{2} \left(1 - \frac{1}{r} - \frac{1}{\tilde{r}}\right), \quad \tilde{r} < 3r, \quad r < 3\tilde{r}.
\]

Then, (1.10) is in a forbidden region under Foschi’s conditions, being given by \((q, r) = (1, 6), (\tilde{q}, \tilde{r}) = (\infty, 6)\). (1.13) is the allowed endpoint case \((q, r) = (6, 6), (\tilde{q}, \tilde{r}) = (6/5, 6)\); however, (1.38) is not generally true if \(V\) is only in \(L^{3/2}\), so (1.13) does not follow from [Fos] either.

The result of Foschi differs even more from that of the current paper in the nonselfadjoint case, where \(\mathcal{H} \neq \mathcal{H}^*\), but such differences can be overcome; see, for example, [Bec1].

The matrix nonselfadjoint case. The Hamiltonian (1.3) is nonselfadjoint, leading to specific difficulties not present in the selfadjoint case. In particular, one needs to reprove the boundedness of the wave operators, the limiting absorption principle, or even the \(L^2\) boundedness of the time evolution. They do not follow as in the selfadjoint case, where, for example, the unitarity of the time evolution immediately implies the \(L^2\) boundedness.

In [Sch], Schlag proved \(L^1 \to L^\infty\) dispersive estimates for the Schrödinger equation with a nonselfadjoint Hamiltonian, as well as non-endpoint Strichartz estimates. Erdoğan–Schlag [ErSc] proved \(L^2\) bounds for the evolution and a more detailed analysis of decay in the presence of threshold eigenvalues or resonances. In [Bec1], endpoint Strichartz estimates in the nonselfadjoint case were obtained following the method of Keel–Tao. More recently, Cuccagna–Mizumatchi [CuMi] derived all of the above from the boundedness of the wave operators, under more stringent conditions on the potential \(V\).

Time-dependent estimates. Many estimates concerning the linear Schrödinger equation with time-dependent potentials refer to the time-periodic case. These include the work of Goldberg [Gol1], of Costin–Lebowitz–Tanveer [CLT], of Galtbayar–Jensen–Yajima [GJY], of Bourgain [Bou2] (for quasiperiodic potentials), and of Wang [Wan].

Other results in the time-dependent setting belong to Howland [How], Kitada–Yajima [KiYa], Rodnianski–Schlag [RoSc], to Bourgain [Bou1], [Bou3], [Bou4], and to Delort; see [Del].

The current paper’s result, Theorem 1.7, allows only for a specific kind of time dependence of the potential: it can change its position, but not its profile. However, this case is important because it exactly describes the motion of a soliton that arises as the solution of a semilinear dispersive equation. The linear estimates are then useful in controlling a solution that is close to a soliton, hence in proving the latter’s stability or instability under small perturbations. The same considerations apply to other nonlinear phenomena, such as vortices.

An even more general situation, studied in this paper, is one where the potential can not only move, but also rotate. Estimates in this case are useful in studying the stability of a soliton that is not radially symmetric and is free to rotate.
Concretely, making use of the techniques introduced here, recent papers such as \[\text{Bec2}, \text{NaSc1}, \text{or NaSc2}\] improve upon older results in \[\text{Bec1}, \text{or Sch}\] — by allowing perturbations in energy-space or better, without decay — and upon \[\text{CuMi}\], by allowing the soliton and its perturbations to have a translation movement.

1.4. Paper outline. Time-independent potentials. We use Wiener’s Theorem in the form of Theorem 1.1 as follows. Consider a decomposition of the potential \(V\) into

\[V = V_1 V_2, \quad V_1 = |V|^{1/2} \text{sgn } V, \quad V_2 = |V|^{1/2}.\]  

In the matrix nonselfadjoint case \((1.3)\), an analogous decomposition is

\[V = V_1 V_2, \quad V_1 = \sigma_3 \begin{pmatrix} W_1 & W_2 \\ W_2 & W_1 \end{pmatrix}^{1/2}, \quad V_2 = \begin{pmatrix} W_1 & W_2 \\ W_2 & W_1 \end{pmatrix}^{1/2}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.\]  

By Duhamel’s formula,

\[Z(t) = e^{it\mathcal{H}} Z(0) - i \int_0^t e^{i(t-s)\mathcal{H}} F(s) \, ds\]  

\[= e^{i\mathcal{H}_0} Z(0) - i \int_0^t e^{i(t-s)\mathcal{H}_0} F(s) \, ds + i \int_0^t e^{i(t-s)\mathcal{H}_0} V Z(s) \, ds.\]  

In addition, for any multiplicative decomposition \(V = V_1 V_2\) of the potential,

\[V_2 Z(t) = V_2 \left( e^{i\mathcal{H}_0} Z(0) - i \int_0^t e^{i(t-s)\mathcal{H}_0} F(s) \, ds \right) + i \int_0^t (V_2 e^{i(t-s)\mathcal{H}_0} V_1) V_2 Z(s) \, ds.\]  

Consider the kernel defined by

\[\langle T_{V_2, V_1} F \rangle(t) = \int_0^t (V_2 e^{i(t-s)\mathcal{H}_0} V_1) F(s) \, ds\]  

and its Fourier transform in regard to time

\[\hat{T}_{V_2, V_1}(\lambda) = i V_2 R_0(\lambda) V_1.\]  

To apply Theorem 1.1, we need to establish that the kernel of \(T_{V_2, V_1}\) is time integrable. We do this by Proposition 1.2, which implies that, for \(H = L^2\) and \(V_1, V_2 \in L^{3,2}\) as given by \((1.42)\) and \((1.43)\), \(T_{V_2, V_1} \in K = L(H, M_1 H)\).

Invertibility of \(I - iT_{V_2, V_1}\) within \(K\), addressed by Theorem 1.1, is directly related to Strichartz estimates. Indeed, at least formally we can write

\[V_2 Z(t) = (I - iT_{V_2, V_1})^{-1} V_2 \left( e^{i\mathcal{H}_0} Z(0) - i \int_0^t e^{i(t-s)\mathcal{H}_0} F(s) \, ds \right).\]  

If the operator \(I - iT_{V_2, V_1}\) can be inverted, then the computation is justified. However, as we shall see in Lemma 2.10, this is not the case and we need to introduce a correction, to account for the eigenvalues.
Accordingly, in Lemma 2.16 we construct $\tilde{V}_1$ and $\tilde{V}_2$, which equal $V_1$ and $V_2$ plus exponentially small terms, such that $I - iT_{\tilde{V}_2,\tilde{V}_1}$ is invertible, then carry on the demonstration for this operator instead.

**Time-dependent potentials.** The results in this case are derived in a perturbative manner from those for time-independent potentials. However, the perturbation is not small in Strichartz or similar spaces, so we use a particular method to account for it.

Denote

$$\tilde{T}_{\tilde{V}_2,\tilde{V}_1} F(t) = \int_{-\infty}^{t} \tilde{V}_2 e^{i(t-s)H_0} U(t)U(s)^{-1} \tilde{V}_1 F(s) \, ds, \quad \text{(1.49)}$$

respectively

$$\tilde{T}_{\tilde{V}_2,\tilde{V}_1} F(t) = \int_{-\infty}^{t} \tilde{V}_2 e^{i(t-s)H_0} U(t)U(s)^{-1} F(s) \, ds. \quad \text{(1.50)}$$

Following several transformations, we reduce equation (1.22) to

$$(I - iT_{\tilde{V}_2,\tilde{V}_1}) \tilde{V}_2 \tilde{Z}(t) = \tilde{T}_{\tilde{V}_2,\tilde{V}_1} (-i \tilde{F}(s) + \delta_{s=0} \tilde{Z}(0)). \quad \text{(1.51)}$$

If we can invert $I - iT_{\tilde{V}_2,\tilde{V}_1}$, this will imply the desired estimates. To do this, we show that

$$\lim_{\|\pi^*\|_\infty \to 0} \| \tilde{T}_{\tilde{V}_2,\tilde{V}_1} - T_{\tilde{V}_2,\tilde{V}_1} \| \to 0 \quad \text{(1.52)}$$

where $T_{\tilde{V}_2,\tilde{V}_1}$ has the form (1.46). Then, we use the Strichartz estimates obtained in the time-independent case to show that $I - iT_{\tilde{V}_2,\tilde{V}_1}$ is invertible.

Indeed, if $A$ is an invertible operator and $\|A - B\| < 1/\|A^{-1}\|$, then $B$ is also invertible and its inverse is given by

$$B^{-1} = A^{-1} + A^{-1}(A - B)A^{-1} + \ldots. \quad \text{(1.53)}$$

This is the case here, so $I - iT_{\tilde{V}_2,\tilde{V}_1}$ is invertible.

2. **Proof of the results**

2.1. **Wiener’s Theorem.** Let $H$ be a Hilbert space, $\mathcal{L}(H, H)$ be the space of bounded linear operators from $H$ to itself, and $M_t H$ be the set of $H$-valued measures of finite mass on the Borel algebra of $\mathbb{R}$. $M_t H$ is a Banach space, with the norm

$$\|\mu\|_{M_t H} = \sup \left\{ \sum_{k=1}^{n} \|\mu(D_k)\|_H \mid D_k \text{ disjoint Borel sets} \right\}. \quad \text{(2.1)}$$

Note that the absolute value of $\mu \in M_t H$ given by

$$|\mu|(D) = \sup \left\{ \sum_{k=1}^{n} \|\mu(D_k)\|_H \mid \bigcup_{k=1}^{n} D_k = D, \ D_k \text{ disjoint Borel sets} \right\}. \quad \text{(2.2)}$$
is a positive measure of finite mass (bounded variation) and $\|\mu(D)\|_H \leq |\mu(D)|$. By the Radon–Nikodym Theorem, $\mu$ is in $M_tH$ if and only if it has a decomposition

$$\mu = \mu_\infty |\mu|$$

(2.3)

with $|\mu| \in M_t$ (the space of real-valued measures in $t$ of finite mass) and $\mu_\infty \in L^\infty_{\delta_{t=0}}(H)$.

Furthermore, $\|\mu\|_{M_t,H} = \|\mu\|_M$ and the same holds if we replace $H$ by any Banach space.

**Definition 2.1.** Let $K = \mathcal{L}(H, M_tH)$ be the algebra (under convolution) of bounded operators from $H$ to $M_tH$.

**Remark 2.1.** Examples of elements of $K$ are:

- the identity $I(h) = \delta_{t=0}h$ for any $h \in H$;
- scalar functions or measures, in general: if $f \in L^1_t$ or $M_t$ and $h \in H$, let $f(h) = f(t)h$;
- product form operators $k(t) = f(t)A_0$, where $f \in M_t$, $A_0 \in \mathcal{L}(H,H)$: for $h \in H$, let $A(t)h = f(t)(A_0h)$;
- collections of operators $A(t)$, such that $A(t) \in \mathcal{L}(H,H)$ for almost all $t$ and $\int \|A(t)\|_{\mathcal{L}(H,H)} dt < \infty$;
- finally, we also give an example that falls under none of the above categories, but is covered by the definition of $K$. Let $H = L^2(\mathbb{R})$, $f_0 \in L^2(\mathbb{R})$ be fixed, and $A(t) = (f(t)f_0(t))f_0$. Then, for any $f \in L^2$

$$\int_\mathbb{R} \|A(t)f\|_2 dt \leq \|f_0\|_2 \int_\mathbb{R} |f(t)f_0(t)| dt \leq \|f_0\|_2^2 \|f\|_2,$$

(2.4)

so $A \in K$, but $A(t)$ is not bounded on $L^2$ for any $t$, because $L^2 \not\subset L^\infty$.

The following lemma also serves to clarify Definition 2.1.

**Lemma 2.2.** $K$ takes $M_tH$ into itself by convolution, is a Banach algebra under convolution, and multiplication by bounded continuous functions (and $L^\infty$ Borel measurable functions) is bounded on $K$:

$$\|fA\|_K \leq \|f\|_\infty \|A\|_K.$$

(2.5)

Furthermore, by integrating an element $A$ of $K$ over $\mathbb{R}$ one obtains $\int_\mathbb{R} A \in \mathcal{L}(H,H)$, with $\|\int_\mathbb{R} A\|_{\mathcal{L}(H,H)} \leq \|A\|_K$.

**Proof.** Boundedness of multiplication by continuous or $L^\infty$ functions follows from the decomposition $\mu = \mu_0|\mu|$ for $\mu \in M_tH$. The last stated property is a trivial consequence of the definition of $M_tH$.

Let $\mu \in M_tH$, $A \in K$. Consider the product measure $\bar{\mu}$ first defined on product sets $D_1 \times D_2 \subset \mathbb{R} \times \mathbb{R}$ by $\bar{\mu}(D_1 \times D_2) = k(\mu(D_2))(D_1)$. This is again a measure of finite mass, $\bar{\mu} \in M_{t,s}H$, and

$$\|\bar{\mu}\|_{M_{t,s}H} \leq \|A\|_K \|\mu\|_{M_t,H}.$$

(2.6)

We then naturally define the convolution of an element of $K$ with an element of $M_tH$, by setting $A(\mu)(D) = \bar{\mu}(\{(t, s) \mid t + s \in D\})$.\]
Thus, each $A \in K$ defines a bounded translation-invariant linear map from $M_t H$ to itself:

$$\|A(\mu)\|_{M_t H} \leq \|A\|_K \|\mu\|_{M_t H}. \tag{2.7}$$

The correspondence is bijective, as any translation-invariant $\tilde{A} \in \mathcal{L}(M_t H, M_t H)$ defines an element $A \in K$ by $A(h) = \tilde{A}(\delta_{t=0} h)$. These operations are indeed inverses of one another.

Associativity follows from Fubini’s Theorem. $K$ is a Banach space by definition. The algebra property of the norm is immediate from (2.7). □

Note that, due to our choice of a Hilbert space $H$, if $A \in K$ then $A^* \in K$ as well.

Define the Fourier transform of any element in $K$ by

$$\hat{A}(\lambda) = \int_{\mathbb{R}} e^{-it\lambda} dA(t). \tag{2.8}$$

This is a bounded operator from $H$ to itself. By dominated convergence, $\hat{A}(\lambda)$ is a strongly continuous (in $\lambda$) family of operators for each $A$ and, for each $\lambda$,

$$\|\hat{A}(\lambda)\|_{H \to H} \leq \|A\|_K. \tag{2.9}$$

This follows from (2.5).

The Fourier transform on $\mathbb{R}$ of the identity is $\hat{I}(\lambda) = I$ for every $\lambda$; $\hat{A}^* = (\hat{A})^*$. Also, the Fourier transform takes convolution to composition.

If a kernel $A \in K$ has both a left and a right inverse, they must be the same, $b = b * I = b * (A * B) = (b * A) * B = I * B = B$.

Fix a cutoff function $\chi$ supported on a compact set and which equals one on some neighborhood of zero. We specify that the inverse Fourier transform on $\mathbb{R}$ is

$$f^{\vee}(t) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{it\lambda} f(\lambda) d\lambda. \tag{2.10}$$

**Theorem 2.3.** Let $K$ be the operator algebra of Definition 2.1. If $A \in K$ is invertible then $\hat{A}(\lambda)$ is invertible for every $\lambda$. Conversely, assume $\hat{A}(\lambda)$ is invertible for each $\lambda$, $A = I + L$, and

$$\lim_{\epsilon \to 0} \|L(\cdot + \epsilon) - L\|_K = 0, \quad \lim_{R \to \infty} \|(1 - \chi(t/R))L(t)\|_K = 0. \tag{2.11}$$

Then $A$ is invertible.

**Remark 2.4.** If $L$ is in a closed unital subalgebra of $K$ with some specific properties, then its inverse will also belong to the same. This stability property helps in proving a precise decay rate for the inverse.

For example, if $\|A(t)\| \leq C(t)^{-3/2}$, then $\|A^{-1}(t)\| \leq \tilde{C}(t)^{-3/2}$ as well.

We do not use compactness or Fredholm’s alternative explicitly. A subset of $L^1_t$ is precompact if and only if its elements are equicontinuous and decay uniformly at infinity — conditions that are actually required above, but not equivalent to compactness on $L^1_t H$. 


The set $K_c$ of equicontinuous operators, that is

$$K_c = \{ L \in K \mid \lim_{\epsilon \to 0} \| L(\cdot + \epsilon) - L \|_K = 0 \} \tag{2.12}$$

is a closed ideal, is translation invariant, contains the set of those kernels which are strongly measurable and $L^1$ (but $K_c$ is strictly larger), and $I$ is not in it.

Likewise, the set $K_0$ of kernels that decay at infinity, that is

$$K_0 = \{ L \in K \mid \lim_{R \to \infty} \| \chi_{|t|>R} L(t) \|_K = 0 \}, \tag{2.13}$$

is a closed subalgebra. It contains the strong algebras that we defined above. Note that for operators $A \in K_0$ the Fourier transform is also a norm-continuous family of operators, not only strongly continuous.

The proof will also ensure that, if $I + L$ belongs to $(K_c \cap K_0) \oplus \mathbb{C}I$ and is invertible in $K$, then its inverse is of the same form.

**Proof of Theorem 2.3.** If $A$ is invertible, that is $A * A^{-1} = A^{-1} * A = I$, then applying the Fourier transform yields

$$\hat{A}(\lambda)\hat{A}^{-1}(\lambda) = \hat{A}^{-1}(\lambda)\hat{A}(\lambda) = I \tag{2.14}$$

for each $\lambda$, so $\hat{A}(\lambda)$ is invertible.

Conversely, assume $\hat{A}(\lambda)$ is invertible for every $\lambda$. Without loss of generality, we can replace $A$ with $A * A^*$. Then, the theorem’s hypotheses are preserved and, in addition, $\hat{A}(\lambda)$ is non-negative for every $\lambda$.

A non-negative operator is invertible if and only if it is strictly positive, so $\hat{A}(\lambda) > 0$ for every $\lambda$.

Fix $\lambda_0 \in \mathbb{R}$ and let $\chi$ be a Schwartz-class function, such that $\text{supp} \chi \subset [-2,2]$ and $\chi(\lambda) = 1$ for $t \in [-1,1]$. Also let $\eta = \chi$, $\eta(t) = c\eta(\epsilon t) = \chi(\epsilon^{-1})$.

For any kernel $B \in K_0$ — that decays at infinity — we next show that

$$\left\| \left( (e^{ix\lambda_0} \eta(t)) * B \right) (t) - e^{it\lambda_0} \eta(t) \hat{B}(\lambda_0) \right\|_K \to 0. \tag{2.15}$$

On one hand, outside a large radius,

$$\lim_{R \to \infty} \| (1 - \chi(t/R)) B(t) \|_K = 0, \tag{2.16}$$

while on a fixed ball of radius $R$, as $\epsilon \to 0$,

$$\left\| \int_{|s| \leq R} \left( \eta(t) - \eta(t-s) \right) B(s) \, ds \right\|_K \leq \| B \|_K \| \sup_{|s| \leq R} \left( \eta(t) - \eta(t-s) \right) \|_{L^1} \to 0. \tag{2.17}$$
By taking $R \to \infty$ and integrating separately inside and outside this radius, we evaluate the following expression in $t$:

$$
\left\| \left( e^{is\lambda_0} \eta_\epsilon(s) \ast B \right)(t) - e^{it\lambda_0} \eta_\epsilon(t) \int_\mathbb{R} e^{-is\lambda_0} B(s) ds \right\|_K \leq
$$

$$
\leq e^{it\lambda_0} \left\| \left( \eta_\epsilon(t) - \eta_\epsilon(t - s) \right) \chi(s/R) B(s) ds \right\|_K + 2\| \eta_\epsilon \|_1 \| (1 - \chi(t/R)) B(t) \|_K
$$

$$
\leq \left\| \int_{|s| \leq 2R} \left( \eta_\epsilon(t) - \eta_\epsilon(t - s) \right) B(s) ds \right\|_K + 2\| \eta_\epsilon \|_1 \| (1 - \chi(t/R)) B(t) \|_K \to 0.
$$

(2.18)

In (2.18) we employ the fact that $\| \eta_\epsilon \|_1 = \| \eta \|_1$ is independent of $\epsilon$.

Let

$$
A_\epsilon(t) = (I - e^{it\lambda_0} \eta_\epsilon(t)) + (e^{it\lambda_0} \eta_\epsilon(t)) \ast A,
$$

(2.19)

$$
\tilde{A}_\epsilon(t) = (I - e^{it\lambda_0} \eta_\epsilon(t)) + e^{it\lambda_0} \eta_\epsilon(t) \tilde{A}(\lambda_0).
$$

Note that $\tilde{A}_\epsilon(\lambda) = \tilde{A}(\lambda)$ when $|\lambda - \lambda_0| \leq \epsilon$:

$$
\tilde{A}_\epsilon(\lambda) = (1 - \chi(\epsilon^{-1}(\lambda - \lambda_0))) I + \chi(\epsilon^{-1}(\lambda - \lambda_0)) \tilde{A}(\lambda).
$$

(2.20)

By virtue of (2.15),

$$
\lim_{\epsilon \to 0} \| A_\epsilon - \tilde{A}_\epsilon \|_K = 0.
$$

(2.21)

The Fourier transform of $\tilde{A}_\epsilon$ has the form

$$
\tilde{A}_\epsilon^\wedge(\lambda) = (1 - \chi(\epsilon^{-1}(\lambda - \lambda_0))) I + \chi(\epsilon^{-1}(\lambda - \lambda_0)) \tilde{A}(\lambda).
$$

(2.22)

Since $\tilde{A}(\lambda_0) > 0$ is a strictly positive operator, $\tilde{A}_\epsilon^\wedge(\lambda)$ is also a positive operator for every $\lambda$, so it can be inverted for every $\lambda$:

$$
\| \tilde{A}_\epsilon^\wedge(\lambda)^{-1} \|_{\mathcal{L}(H, H)} \leq \max(2, 2\| \tilde{A}(\lambda_0)^{-1} \|_{\mathcal{L}(H, H)}).
$$

(2.23)

We can easily differentiate $\tilde{A}_\epsilon^\wedge(\lambda)$ as a function of $\lambda$, taking values in $\mathcal{L}(H, H)$:

$$
\partial_\lambda \tilde{A}_\epsilon^\wedge(\lambda) = -\epsilon^{-1} \chi'(\epsilon^{-1}\lambda)(\tilde{A}(\lambda_0) - I).
$$

(2.24)

Thus, we can do the same for its inverse:

$$
\partial_\lambda (\tilde{A}_\epsilon^\wedge)^{-1}(\lambda) = -\epsilon^{-1} \chi'(\epsilon^{-1}\lambda)(\tilde{A}(\lambda_0) - I) \tilde{A}_\epsilon^\wedge(\lambda)^{-1}.
$$

(2.25)

Repeating this an arbitrary number of times, we obtain that the inverse is infinitely differentiable in $\lambda$, in a strong sense.

Moreover, $\tilde{A}_\epsilon^\wedge(\lambda) - I$ is compactly supported in $\lambda$, so the same is true for the inverse: $\tilde{A}_\epsilon^\wedge(\lambda)^{-1} - I$ is compactly supported.

Since $\tilde{A}_\epsilon^\wedge(\lambda)^{-1} - I$ is compactly supported and infinitely differentiable, it follows that its Fourier transform is in $L^1$. Therefore, $(\tilde{A}_\epsilon)^{-1} \in K$.

Because under rescaling $\tilde{A}_\epsilon(t) = e^{i\lambda_1(t)}$, the same holds for their inverses, so $\| \tilde{A}_\epsilon^{-1} \|_K$ is independent of $\epsilon$. By (2.21), it follows that $A_\epsilon$ is also invertible for sufficiently small $\epsilon$.

We have to consider infinity separately. As above, let $\eta_R = R \chi^\wedge(R \cdot)$ and

$$
A_R = (I - \eta_R) \ast A + \eta_R,
$$

(2.26)
so that $\hat{A}_R(\lambda) = \hat{A}(\lambda)$ when $|\lambda| > 2R$:
\begin{align}
\hat{A}_R(\lambda) &= (1 - \chi(R^{-1}\lambda))\hat{A}(\lambda) + \chi(R^{-1}\lambda)I.
\end{align}
(2.27)

Then
\begin{align}
A_R - I &= (I - \eta_R) * (A - I) = (I - \eta_R) * L.
\end{align}
(2.28)

At this step we use the equicontinuity assumption of the hypothesis, namely
\begin{align}
\lim_{\epsilon \to 0} \|L - L(\cdot + \epsilon)\|_K = 0.
\end{align}
(2.29)

We write $\eta_R = (\chi_{[-\epsilon,\epsilon]}\eta_R) + (1 - \chi_{[-\epsilon,\epsilon]})\eta_R$, where $\chi_{[-\epsilon,\epsilon]}$ is the characteristic function of $[-\epsilon, \epsilon]$. As $\epsilon \to 0$,
\begin{align}
\|(\chi_{[-\epsilon,\epsilon]}\eta_R) * L - \left( \int_{\mathbb{R}} \chi_{[-\epsilon,\epsilon]}(s)\eta_R(s)\,ds \right) L\|_K &\leq \\
&\leq \left( \int_{\mathbb{R}} \chi_{[-\epsilon,\epsilon]}(s)|\eta_R(s)|\,ds \right) \sup_{\delta \leq \epsilon} \|L - L(\cdot + \delta)\|_K \to 0,
\end{align}
(2.30)

because $\int_{\mathbb{R}} |\eta_R(s)|\,ds$ is independent of $R$. At the same time,
\begin{align}
\lim_{R \to \infty} \|(1 - \chi_{[-\epsilon,\epsilon]})\eta_R\|_1 \to 0,
\end{align}
(2.31)

so we obtain
\begin{align}
\lim_{R \to \infty} \|(I - \eta_R) * L\|_K = 0.
\end{align}
(2.32)

Thus, we can invert $A_R$ for large $R$. It follows that on some neighborhood of infinity the Fourier transform of $A$ equals that of an invertible operator.

Finally, consider a finite open cover of $\mathbb{R}$ of the form
\begin{align}
\mathbb{R} = D_\infty \cup \bigcup_{j=1}^n D_j,
\end{align}
(2.33)

where $D_j$ are open sets and $D_\infty$ is an open neighborhood of infinity, such that for $1 \leq j \leq n$ and for $j = \infty$ we have $\hat{A}^{-1} = \hat{A}_j^{-1}$ on the open set $D_j$.

Take a smooth partition of unity subordinate to this cover, that is
\begin{align}
1 = \sum_j \chi_j, \quad \text{supp} \chi_j \subset D_j, \chi_j \text{ smooth}.
\end{align}
(2.34)

Then the following element of $K$ is the inverse of $A$:
\begin{align}
A^{-1} = \sum_{j=1}^n \tilde{\chi}_j * A_j^{-1} + (I - \sum_{j=1}^n \tilde{\chi}_j) * A_\infty^{-1}.
\end{align}
(2.35)

\[\square\]

We are also interested in whether, if $A$ is upper triangular, meaning that $A$ is supported on $[0, \infty)$ in the $t$ variable, the inverse of $A$ has the same property.

**Lemma 2.5.** Given $A \in K$ upper triangular with $A^{-1} \in K$, $A^{-1}$ is upper triangular if and only if $\hat{A}$ can be extended to a weakly analytic family of invertible operators in the lower half-plane, which is continuous up to the boundary, uniformly bounded, and with uniformly bounded inverse.
Intuitively, this lemma shows that convolution operators in $K$ with Volterra-type kernels (i.e. no future dependence) have inverses with the same property, if the inverses exist.

**Proof.** In one direction, assume that both $A^{-1}$ and $A$ are upper triangular. Then, one can construct $\hat{A}(\lambda)$ and $\hat{A}^{-1}(\lambda)$ in the lower half-plane, as their defining integrals converge there. Strong continuity follows by dominated convergence and weak analyticity by means of the Cauchy integral formula. Furthermore, both $\hat{A}(\lambda)$ and $\hat{A}^{-1}(\lambda)$ are bounded, by $\|A\|_K$ and $\|A^{-1}\|_K$ respectively, and they are inverses of one another.

Conversely, let $A_-=\chi_{(-\infty,0]}A^{-1}$ and $A_+=\chi_{[0,\infty)}A^{-1}$. Taking the Fourier transform, one has that for each $\lambda$

$$\hat{A}_-(\lambda) + \hat{A}_+(\lambda) = \hat{A}^{-1}(\lambda).$$

(2.36)

On the lower half-plane, $\hat{A}^{-1}(\lambda) = (\hat{A})^{-1}(\lambda)$ is uniformly bounded by hypothesis. Likewise, $\hat{A}_+(\lambda)$ is bounded as the Fourier transform of an upper triangular operator. Thus, $\hat{A}_-$ (λ) too is bounded on the lower half-plane.

However, $A_-$ is lower triangular, so its Fourier transform is also bounded in the upper half-plane. It follows that $\hat{A}_-$ is a holomorphic function, bounded on the whole plane. By Liouville’s theorem, then, $\hat{A}_-$ must be constant, so $A_-$ can only have singular support at zero. Therefore $A$ is upper triangular.

If $V \in L^{3/2}$, then we need an analogue of Wiener’s Theorem for neither $L(L^2, L^2) = \hat{L}^\infty$ nor $L(L^1, L^1) = \mathcal{M}$, but an interpolation space of the two.

**Theorem 2.6.** Let $A \in K_{6/5} := (K, \hat{L}^\infty [1/3])$. Assume $\hat{A}(\lambda)$ is invertible for each $\lambda$, $A = I + L$, and

$$\lim_{\epsilon \to 0} \|L(\cdot + \epsilon) - L\|_{K_{6/5}} = 0, \quad \lim_{R \to \infty} \|(1 - \chi(t/R))L(t)\|_{K_{6/5}} = 0.$$  

(2.37)

Then $A$ is invertible in $K_{6/5}$.

**Proof.** Note that elements of $K$ give rise to bounded operators on $L^1_tH$, while elements of $\hat{L}^\infty_tH$ do so for $L^2_tH$, so by interpolation elements of $K_{6/5}$ are bounded on $L^{6/5}_tH$.

Furthermore, both $L^1_tH$ and $\hat{L}^\infty_tH$ are translation-invariant algebras and their elements have Fourier transforms bounded in $L(H, H)$; thus, $K_{6/5}$ also possesses the same properties.

Then, the proof is identical to that of Wiener’s Theorem, Theorem 1.1, earlier in this section.

We next apply this abstract theory to the particular case of interest.
2.2. The free evolution and resolvent in three dimensions. We return to the concrete case (1.2) or (1.3) of a linear Schrödinger equation on $\mathbb{R}^3$ with scalar or matrix nonselfadjoint potential $V$. For simplicity, the entire subsequent discussion revolves around the case of three spatial dimensions.

In order to apply the abstract Wiener theorem, Theorem 2.3, it is necessary to exhibit an operator-valued measure of finite mass. Accordingly, we start by proving Proposition 1.2.

Proof of Proposition 1.2. We provide two proofs — a shorter one based on real interpolation and a longer one, using the atomic decomposition of Lorentz spaces (Lemma A.2), that exposes the proof machinery underneath.

Without loss of generality, we consider only the interval $[0, \infty)$. Following the first approach, note that by duality (1.8) is equivalent to

$$
\sum_{n \in \mathbb{Z}} 2^n \int_{2^n}^{2^{n+1}} |\langle e^{itH_0} f, g(t) \rangle| dt \leq C \|f\|_{L^{6/5,1}} \|g\|_{L_t^1 L_x^{6/5,1}}
$$

(2.38)

holding for any $f \in L^{6/5,1}$ and $g \in L_t^1 L_x^{6/5,1}$.

From the usual dispersive estimate

$$
\|e^{-it\Delta} f\|_{p'} \leq t^{3/2(1-2/p)} \|f\|_p
$$

(2.39)

we obtain that

$$
\int_{2^n}^{2^{n+1}} |\langle e^{itH_0} f, g(t) \rangle| dt \leq 2^n (3/2-3/p) \|f\|_p \|g\|_{L_t^1 L_x^p}.
$$

(2.40)

Restated, this means that the bilinear mapping

$$
T : L^p \times L_t^1 L_x^p \rightarrow \ell^\infty_{3/p-3/2} \text{ (following the notation of Proposition B.4),}
$$

(2.41)

is bounded for $1 \leq p \leq 2$.

Interpolating between $p = 1$ and $p = 2$, by using the real interpolation method (Theorem B.2) with $\theta = 1/3$ and $q_1 = q_2 = 1$, directly shows that

$$
T : (L^1, L^2)_{1/3,1} \times (L_t^1 L_x^1, L_t^1 L_x^2)_{1/3,1} \rightarrow (\ell^\infty_{3/2}, \ell^\infty_0)_{1/3,1}
$$

(2.42)

is bounded. By Proposition B.4

$$
(L^1, L^2)_{1/3,1} = L^{6/5,1}, \quad (L_t^1 L_x^1, L_t^1 L_x^2)_{1/3,1} = L_t^1 (L_x^1, L_x^2)_{1/3,1} = L_t^1 L_x^{6/5,1},
$$

(2.43)

$$
(\ell^\infty_{3/2}, \ell^\infty_0)_{1/3,1} = \ell^1_1.
$$

Hence $T$ is bounded from $L^{6/5,1} \times L_t^1 L_x^{6/5,1}$ to $\ell^1_1$, which implies (1.8).
The alternative approach is based on the atomic decomposition of $L^{6/5,1}$. By Lemma \[ \text{A.}2 \]

$$f = \sum_{j \in \mathbb{Z}} \alpha_j a_j, g(t) = \sum_{k \in \mathbb{Z}} \beta_k(t) b_k(t),$$

(2.44)

where $a_j$ and, for each $t$, $b_k(t)$ are atoms with

$$\mu(\text{supp}(a_j)) = 2^j, \quad \text{ess sup}|a_j| = 2^{-5j/6},$$

$$\mu(\text{supp}(b_k(t))) = 2^k, \quad \text{ess sup}|b_k(t)| = 2^{-5k/6}$$

(2.45)

(here $\mu$ is the Lebesgue measure on $\mathbb{R}^3$), and the coefficients $\alpha_j$ and $\beta_k(t)$ satisfy

$$\sum_{j \in \mathbb{Z}} |\alpha_j| \leq C\|f\|_{L^{6/5,1}}, \quad \sum_{k \in \mathbb{Z}} |\beta_k(t)| \leq C\|g(t)\|_{L^{6/5,1}}.$$ 

(2.46)

Integrating in time and exchanging summation and integration lead to

$$\sum_k \int_0^\infty |\beta_k(t)| \, dt \leq C\|g\|_{L_t^1 L_x^{6/5,1}}.$$ 

(2.47)

Since (2.38) is bilinear in $f$ and $g$, it suffices to prove it for only one pair of atoms. Fix indices $j_0$ and $k_0 \in \mathbb{Z}$; the problem reduces to showing that

$$\sum_{n \in \mathbb{Z}} 2^n \int_{2^n}^{2^{n+1}} \langle e^{itH_0} a_{j_0}, \beta_{k_0}(t) b_{k_0}(t) \rangle \, dt \leq C \int_0^\infty |b_{k_0}(t)| \, dt.$$ 

(2.48)

The reason for making an atomic decomposition is that atoms are in $L^1 \cap L^\infty$, instead of merely in $L^{6/5,1}$, enabling us to employ both $L^1$ to $L^\infty$ decay and $L^2$ boundedness estimates in the study of their behavior. For each $n$,

$$\int_{2^n}^{2^{n+1}} \langle e^{itH_0} a_{j_0}, \beta_{k_0}(t) b_{k_0}(t) \rangle \, dt \leq C 2^{-3n/2} \|a_{j_0}\|_1 \sup_t \|b_{k_0}(t)\|_1 \int_{2^n}^{2^{n+1}} |\beta_{k_0}(t)| \, dt$$

$$= C 2^{-3n/2} 2^{j_0/6} 2^{k_0/6} \int_{2^n}^{2^{n+1}} |\beta_{k_0}(t)| \, dt.$$ 

(2.49)

as a consequence of the $L^1 \to L^\infty$ decay estimate. At the same time, by the $L^2$ boundedness of the evolution,

$$\int_{2^n}^{2^{n+1}} \langle e^{itH_0} a_{j_0}, \beta_{k_0}(t) b_{k_0}(t) \rangle \, dt \leq C \|a_{j_0}\|_2 \sup_t \|b_{k_0}(t)\|_2 \int_{2^n}^{2^{n+1}} |\beta_{k_0}(t)| \, dt$$

$$= C 2^{-j_0/3} 2^{-k_0/3} \int_{2^n}^{2^{n+1}} |\beta_{k_0}(t)| \, dt.$$ 

(2.50)

Using the first estimate (2.49) for large $n$, namely $n \geq j_0/3 + k_0/3$, and the second estimate (2.50) for small $n$, $n < j_0/3 + k_0/3$, we always obtain that

$$\int_{2^n}^{2^{n+1}} \langle e^{itH_0} a_{j_0}, \beta_{k_0}(t) b_{k_0}(t) \rangle \, dt \leq C 2^{-n} \int_{2^n}^{2^{n+1}} |\beta_{k_0}(t)| \, dt.$$ 

(2.51)
Multiplying by $2^n$ and summing over $n \in \mathbb{Z}$ we retrieve (2.48), which in turn proves (2.38).

The resolvent of the unperturbed Hamiltonian, $R_0(\lambda) = (\mathcal{H}_0 - \lambda)^{-1}$, is given by (1.4) in the scalar case (1.2) and (1.5) in the matrix case (1.3). In either case, $R_0(\lambda) = (\mathcal{H}_0 - \lambda)^{-1}$ is an analytic function, on $\mathbb{C} \setminus [0, \infty)$ or respectively on $\mathbb{C} \setminus ((-\infty, -\mu] \cup [\mu, \infty))$. It can be extended to a continuous function in the closed lower half-plane or the closed upper half-plane, but not both at once, due to a jump discontinuity on the real line.

The resolvent is the Fourier transform of the time evolution. We formally state the known connection between $e^{it\mathcal{H}_0}$ and the resolvent $R_0(\lambda) = (\mathcal{H}_0 - \lambda)^{-1}$.

**Lemma 2.7.** Let $\mathcal{H}_0$ be given by (1.2) or (1.3). For any $f \in L^{6/5,1}$ and $\lambda$ in the lower half-plane, the integral

$$\lim_{\rho \to \infty} \int_{-\rho}^{\rho} e^{-it\lambda} e^{it\mathcal{H}_0} f dt$$

converges in the $L^{6,\infty}$ norm and equals $iR_0(\lambda)f$ or $iR_0(\lambda-i0)f$ in case $\lambda \in \mathbb{R}$.

Furthermore, for real $\lambda$,

$$\lim_{\rho \to \infty} \int_{-\rho}^{\rho} e^{-it\lambda} e^{it\mathcal{H}_0} f dt = i(R_0(\lambda-i0)-R_0(\lambda+i0))f,$$

also in the $L^{6,\infty}$ norm.

**Proof.** Note that (2.52) is dominated by (1.7),

$$\int_0^\infty \|e^{it\mathcal{H}_0} f\|_{L^{6,\infty}} dt,$$

and this ensures its absolute convergence. Next, both (2.52), as a consequence of the previous argument, and $iR_0(\lambda+i0)$ are bounded operators from $L^{6/5,1}$ to $L^{6,\infty}$. To show that they are equal, it suffices to address this issue over a dense set. Observe that

$$\int_0^\rho e^{-it(\lambda-i\epsilon)} e^{it\mathcal{H}_0} f dt = iR_0(\lambda-i\epsilon)(f - e^{-i\epsilon(\lambda-i\epsilon)} e^{i\epsilon\mathcal{H}_0} f).$$

Thus, if $f \in L^2 \cap L^{6/5,1}$, considering the fact that $e^{it\mathcal{H}_0}$ is unitary and $R_0(\lambda-i\epsilon)$ is bounded on $L^2$,

$$\lim_{\rho \to \infty} \int_0^\rho e^{-it(\lambda-i\epsilon)} e^{it\mathcal{H}_0} f dt = iR_0(\lambda-i\epsilon)f.$$

Letting $\epsilon$ go to zero, the left-hand side in (2.56) converges, by dominated convergence, to (2.52), while the right-hand side (also by dominated convergence, using the explicit form (1.4)-(1.5) of the operator kernels) converges to $iR_0(\lambda-i0)f$. Statement (2.53) follows directly. □
2.3. The exceptional set and the resolvent. This section and the next mainly consist in a generalization of known results, following models such as [Agm], [Sch], and others cited. The main novelty is doing the proofs in a scaling- and translation-invariant setting.

We explore properties of the perturbed resolvent $R_V$. Important in this context is the Birman-Schwinger operator,

$$\hat{T}_{V_2,V_1}(\lambda) = iV_2R_0(\lambda)V_1,$$

where $V = V_1V_2$ and $V_1, V_2$ are as in (1.42) or (1.43).

The Birman-Schwinger operator is uniformly bounded on $L^2$ for $\lambda \in \mathbb{C}$, including boundary values of $\lambda$ along the real line.

**Lemma 2.8.** Take $V \in L^{3/2,\infty}$; then there exists $C$ such that for any $\lambda \in \mathbb{C}$

$$\|V_2R_0(\lambda)V_1\|_{L^2(\mathbb{R}^3,\mathbb{R}^3)} \leq C < \infty.$$  

**Proof.** By (1.4) or (1.5), the convolution kernel of $R_0(\lambda)$ is in $L^{3,\infty}$ with uniformly bounded norm. Likewise, $V_1$ and $V_2$ are in $L^{3,\infty}$. Then

$$\|V_2R_0(\lambda)V_1f\|_{L^2} \leq C\|R_0(\lambda)V_1f\|_{L^{6/5,2}} \leq C\|V_1f\|_{L^{6,2}} \leq C\|f\|_{L^2}.$$  

Indeed, by Proposition [B.5] $L^{6/5,2} \ast L^{3,\infty} \Rightarrow L^{6,2}$, $L^6 \Rightarrow L^{6/5,2}$, and $L^{6,2} \ast L^{3,\infty} \Rightarrow L^2$.  

The relation between the Birman-Schwinger operator and the perturbed resolvent $R_V = (\mathcal{H}_0 + V - \lambda)^{-1}$ is that

$$R_V(\lambda) = R_0(\lambda) - R_0(\lambda)V_1(I + V_2R_0(\lambda)V_1)^{-1}V_2R_0(\lambda)$$

and

$$(I + V_2R_0(\lambda)V_1)^{-1} = I - V_2R_V(\lambda)V_1.$$  

Both follow by direct computation from the resolvent identity:

$$R_V(\lambda) = R_0(\lambda) - R_0(\lambda)V_R(\lambda) = R_0(\lambda) - R_V(\lambda)VR_0(\lambda).$$

**Definition 2.2.** Given $V \in L^{3/2,\infty}$, its exceptional set $\mathcal{E}$ is the set of $\lambda$ in the complex plane for which $I - iT_{V_2,V_1}(\lambda)$ is not invertible from $L^2$ to itself.

Other choices of $V_1$ and $V_2$ such that $V = V_1V_2$, $V_1, V_2 \in L^{3,\infty}$ lead to the same operator up to conjugation.

Below we summarize a number of observations concerning the exceptional sets of operators in the form (1.2) or (1.3).

**Proposition 2.9.** Assume $V \in L^{3/2,\infty}$ is a potential as in (1.2) or (1.3) and denote its exceptional set by $\mathcal{E}$.

i) $\mathcal{E}$ is bounded and discrete outside $\sigma(\mathcal{H}_0)$, but can accumulate toward $\sigma(\mathcal{H}_0)$. $\mathcal{E} \cap \sigma(\mathcal{H}_0)$ has null measure (as a subset of $\mathbb{R}$). Elements of $\mathcal{E} \setminus \sigma(\mathcal{H}_0)$ are eigenvalues of $\mathcal{H} = \mathcal{H}_0 + V$. 

ii) If $V$ is real and matrix-valued as in (1.3), then embedded exceptional values must be eigenvalues, except for the endpoints of $\sigma(H_0)$, which need not be eigenvalues. If $V$ is complex matrix-valued as in (1.3), there is no restriction on embedded exceptional values.

iii) If $V$ is complex scalar as in (1.2) or complex matrix-valued as in (1.3), then $E$ is symmetric with respect to the real axis. In case $V$ is real-valued and as in (1.3), $E$ is symmetric with respect to both the real axis and the origin.

Proof. By Lemma 2.8, for $V \in L^{3/2,\infty}$, $V_2R_0(\lambda)V_1$ is $L^2$-bounded for every $\lambda$.

The Rollnick class is the set of measurable potentials $V$ whose Rollnick norm

$$\|V\|_R = \int_{(\mathbb{R}^3)^2} \frac{|V(x)||V(y)|}{|x-y|^2} \, dx \, dy$$

(2.63)

is finite. The Rollnick class $\mathcal{R}$ contains $L^{3/2}$. For a potential $V \in \mathcal{R}$, the Birman-Schwinger operator $\hat{T}_{V_2,V_1}(\lambda)$ is Hilbert-Schmidt for every value of $\lambda$ in the lower half-plane up to the boundary.

Since $V \in L^{3/2,\infty}$, by Proposition A.3 $V_1$ and $V_2$ are in $L^{3,\infty}$ so there exist $V_1^n \to V_1$ and $V_2^n \to V_2$ in $L^{3,\infty}$ bounded and of compact support. It follows that $\hat{T}_{V_2,V_1}$ is compact whenever $V$ is in $L^{3/2,\infty}$.

By the analytic and meromorphic Fredholm theorems (for statements see [ReSi3], p. 101, and [ReSi4], p. 107), the exceptional set $E$ is closed, bounded, and consists of at most a discrete set outside $\sigma(H_0)$, which may accumulate toward $\sigma(H_0)$, and a set of measure zero contained in $\sigma(H_0)$.

Assuming that $V \in L^{3/2,\infty}$ is real-valued and scalar, the exceptional set resides on the real line. Indeed, if $\lambda$ is exceptional, then by the Fredholm alternative ([ReSi1], p. 203) the equation

$$f = -V_2R_0(\lambda)V_1f$$

(2.64)

must have a solution $f \in L^2$. Then $g = R_0(\lambda)V_1f$ is in $|\nabla|^{-2}L^{6/5,2} \subset L^{6,2}$ and satisfies

$$g = -R_0(\lambda)Vg.$$  

(2.65)

If $\lambda \in E \setminus \sigma(H_0)$, the kernel’s exponential decay implies that $\lambda$ is an eigenvalue for $\mathcal{H}$ and that the corresponding eigenvectors must be at least in $|\nabla|^{-2}L^{6/5,2}$; in fact, by Agmon’s argument, they have exponential decay.

Furthermore, by applying $\mathcal{H}_0 - \lambda$ to both sides we obtain

$$(\mathcal{H}_0 + V - \lambda)g = 0.$$  

(2.66)

In the case of a real scalar potential $V$, $\mathcal{H}_0 + V$ is self-adjoint, so this is a contradiction for $\lambda \notin \mathbb{R}$. In general, exceptional values off the real line can indeed occur.

For real-valued $V \in L^{3/2,\infty}$ having the matrix form (1.3), any embedded exceptional values must be eigenvalues, following the argument of Lemma 4 of Erdogan–Schlag [ErSc].
Explicitly, consider \( \lambda \in \mathcal{E} \cap \sigma(\mathcal{H}_0) \setminus \{ \pm \mu \} \); without loss of generality \( \lambda > \mu \). It corresponds to a nonzero solution \( G \in L^{6,2} \) of
\[
G = -R_0(\lambda - i0)V G.
\]
We show that \( G \in L^2 \) and that it is an eigenfunction of \( \mathcal{H} \). Let
\[
G = \begin{pmatrix} g_1 \\ g_2 \end{pmatrix}, \quad V = \begin{pmatrix} W_1 & W_2 \\ -W_2 & -W_1 \end{pmatrix}, \quad \mathcal{H}_0 = \begin{pmatrix} \Delta - \mu & 0 \\ 0 & -\Delta + \mu \end{pmatrix},
\]
where \( W_1 \) and \( W_2 \) are real-valued. We expand (2.67) accordingly into
\[
g_1 = (-\Delta + \lambda + \mu)^{-1}(W_1g_1 + W_2g_2) \tag{2.69}
\]
\[
g_2 = (-\Delta - (\lambda - \mu - i0))^{-1}(W_2g_1 + W_1g_2).
\]
This implies that \( g_1 \in L^1 \cap L^6 \) and
\[
\langle g_2, W_2g_1 + W_1g_2 \rangle = \langle (-\Delta - (\lambda - \mu - i0))^{-1}(W_2g_1 + W_1g_2), (W_2g_1 + W_1g_2) \rangle,
\]
\[
\langle g_1, W_2g_2 \rangle = \langle (-\Delta + \lambda + \mu)^{-1}(W_1g_1 + W_2g_2), W_2g_2 \rangle,
\]
\[
\langle g_1, W_1g_1 \rangle = \langle (-\Delta + \lambda + \mu)^{-1}(W_1g_1 + W_2g_2), W_1g_1 \rangle.
\]
However,
\[
\langle g_2, W_2g_1 + W_1g_2 \rangle = \overline{\langle g_1, W_2g_2 \rangle} + \langle g_2, W_1g_2 \rangle. \tag{2.71}
\]
Since \( W_2 \) is real-valued, it follows that
\[
\langle (-\Delta - (\lambda - \mu - i0))^{-1}(W_2g_1 + W_1g_2), (W_2g_1 + W_1g_2) \rangle \tag{2.72}
\]
is real-valued. Therefore the Fourier transform vanishes on a sphere:
\[
(W_2g_1 + W_1g_2) \wedge(\xi) = 0 \tag{2.73}
\]
for \( |\xi|^2 = \lambda - \mu \). We then apply Agmon’s bootstrap argument, as follows. By Corollary 13 of [GoSc], if \( f \in L^1 \) has a Fourier transform that vanishes on the sphere, meaning \( \hat{f}(\xi) = 0 \) for every \( \xi \) such that \( |\xi|^2 = \lambda \neq 0 \), then
\[
\| R_0(\lambda \pm i0)f \|_2 \leq C_\lambda \| f \|_1. \tag{2.74}
\]
Interpolating between this and
\[
\| R_0(\lambda \pm i0)f \|_4 \leq C_\lambda \| f \|_{4/3}, \tag{2.75}
\]
which holds without conditions on \( \hat{f} \), we obtain that for \( 1 < p < 4/3 \) and for \( \hat{f} = 0 \) on the sphere of radius \( \sqrt{\lambda} > 0 \)
\[
\| R_0(\lambda \pm i0)f \|_{L^{2p/(2-p),2}} \leq C_\lambda \| f \|_{L^{p,2}}. \tag{2.76}
\]
Thus, starting with the right-hand side of (2.69) in \( L^{6/5,2} \), we obtain that \( g_2 \in L^{3,2} \), a gain over \( L^{6,2} \). Iterating twice, we obtain that \( g_2 \in L^2 \). Therefore \( g \) is an \( L^2 \) eigenvector.

Thus, for a real-valued \( V \in L^{3/2,\infty}_0 \) having the matrix form (1.3), the exceptional set consists only of eigenvalues, potentially together with the endpoints of the continuous spectrum \( \pm \mu \).
For a complex potential of the form (1.3), neither of the previous arguments holds. Embedded exceptional values can occur and they need not be eigenvalues.

Next, we examine symmetries of the exceptional set $E$. If $V$ is real-valued and scalar, we have already characterized $E$ as being situated on the real line. If $V$ is scalar, but complex-valued, then consider an exceptional value $\lambda$, for which, due to compactness, there exists $f \in L^2$ such that

$$f = -|V|^{1/2} \text{sgn} V R_0(\lambda)|V|^{1/2} f.$$  \hfill (2.77)

Then

$$(\text{sgn} V \overline{f}) = -|V|^{1/2} R_0(\overline{\lambda})|V|^{1/2} \text{sgn} \overline{V} \overline{f},$$  \hfill (2.78)

so the adjoint has an exceptional value at $\lambda$. However, $\sigma(\overline{T}_{V_2V_1}(\lambda)) = \sigma(T_{V_1V_2}(\lambda^*))$, so all this proves that the exceptional set $E$ is symmetric with respect to the real axis.

If $V$ has the matrix form (1.3), then note that $\sigma_1 V \sigma_1 = -V, \sigma_3 V \sigma_3 = V^*$, where $\sigma_1$ is the Pauli matrix

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_1 \sigma_3 = -\sigma_3 \sigma_1.$$  \hfill (2.79)

Let $\lambda$ be an exceptional value, for which

$$f = -\sigma_3(\sigma_3 V)^{1/2} R_0(\lambda)(\sigma_3 V)^{1/2} f.$$  \hfill (2.80)

Here $\sigma_3 V = \begin{pmatrix} W_1 & W_2 \\ W_2 & W_1 \end{pmatrix}$ is a selfadjoint matrix.

Then

$$\overline{f} = -\sigma_3(\sigma_3 \overline{V})^{1/2} R_0(\overline{\lambda})(\sigma_3 \overline{V})^{1/2} \overline{f}$$

$$= -\sigma_3(\sigma_3 V)^{1/2} \sigma_3 R_0(\overline{\lambda}) \sigma_3(\sigma_3 V)^{1/2} \overline{f}$$

$$= -\sigma_3(\sigma_3 V)^{1/2} R_0(\overline{\lambda}) (\sigma_3 V)^{1/2} \overline{f}$$  \hfill (2.81)

since $R_0$ commutes with $\sigma_3$, so whenever $\lambda$ is an exceptional value so is $\overline{\lambda}$.

If $V$ as in (1.3) is a real-valued matrix, then by the same methods we obtain that $-\lambda$ is an exceptional value whenever $\lambda$ is an exceptional value. \hfill \Box

2.4. The time evolution and projections. We begin with a basic lemma, which applies equally in the time-dependent case.

**Lemma 2.10.** Assume $V \in L^\infty$ and the Hamiltonian is described by (1.2) or (1.3). Then the equation

$$i \partial_t Z + HZ = F, \quad Z(0) \text{ given},$$  \hfill (2.82)

admits a weak solution $Z$ for $Z(0) \in L^2$, $F \in L^\infty_t L^2_x$ and

$$\|Z(t)\|_2 \leq C e^{t\|V\|_\infty} \|Z(0)\|_2 + \int_0^t e^{(t-s)\|V\|_\infty} \|F(s)\|_2 \, ds.$$  \hfill (2.83)
Proof. We introduce an auxiliary variable and write

\[ i\partial_t Z + \mathcal{H}_0 Z = F - V Z_1, \quad Z(0) \text{ given}. \tag{2.84} \]

Over a sufficiently small time interval \([T, T + \epsilon]\), whose size \(\epsilon\) only depends on \(\|V\|_\infty\), the map that associates \(Z\) to some given \(Z_1\) is a contraction, in a sufficiently large ball in \(L^\infty_t L^2_x\). The fixed point of this contraction mapping is then a solution to (2.82).

This shows that the equation is locally solvable and, by bootstrapping, since the length of the interval is independent of the size of \(F\) and of the initial data \(Z(T)\), we obtain an exponentially growing global solution. The bound (2.83) follows by Gronwall’s inequality. □

For a nonselfadjoint operator such as \(\mathcal{H}\) given by (1.3), the projections on various parts of the spectrum need not be selfadjoint operators. The following lemma characterizes such Riesz projections (following [Sch], where it appeared in a different form).

**Lemma 2.11.** Assume \(V \in L^{3/2}_0\).

i) To each element \(\zeta\) of the exceptional set of \(\mathcal{H}\) outside of \(\sigma(\mathcal{H}_0)\) there corresponds a family of operators

\[ P_k^\zeta = \frac{1}{2\pi i} \int_{|z-\zeta|=\epsilon} R_V(z)(z-\zeta)^k \, dz. \tag{2.85} \]

They have finite rank, \(P_k^\zeta = 0\) for all \(k \geq n\), for some \(n\), \(P_0^\zeta = (\mathcal{P}_0^\zeta)^2\), and more generally \((P_k^\zeta)(P_\ell^\zeta) = P_{k+\ell}^\zeta\).

ii) The ranges of \(P_k^\zeta\) and of their adjoints \((P_k^\zeta)^*\) are spanned by exponentially decaying functions that also belong to \((\nabla)^{-2} L^{6/5,2} \subset L^{6,2}\). Thus, each such projection is bounded from \(L^{6/5,2} + L^\infty\) to \(L^1 \cap L^{6,2}\).

Functions in \(\text{Ran} \ P_k^\zeta\) are called **generalized eigenfunctions** of \(\mathcal{H}\).

We also refer the reader to Hundertmark-Lee, [HuLe], who proved the \(L^2\) exponential decay of (generalized) eigenfunctions in the gap \(-\mu < \text{Re} \zeta < \mu\) under more general conditions.

**Proof.** If \(R_V(\zeta) = (\mathcal{H}_0 + V - \zeta)^{-1}\) exists as a bounded operator from \(L^{6/5,2}\) to \(L^{6,2}\), then \(\zeta\) is not in the exceptional set and vice-versa, as a consequence of (2.60) and (2.61).

Form the contour integral, following Schlag [Sch] and Reed–Simon [ReSi1],

\[ P_k^\zeta = \frac{1}{2\pi i} \int_{|z-\zeta|=\epsilon} R_V(z)(z-\zeta)^k \, dz. \tag{2.86} \]

This integral is independent of \(\epsilon\) if \(\epsilon\) is sufficiently small and \(P_k^\zeta = 0\) for \(k \geq n\). Using the Cauchy integral, it immediately follows that \((P_k^\zeta)(P_\ell^\zeta) = P_{k+\ell}^\zeta\).

Furthermore,

\[ \mathcal{H} P_0^\zeta = P_1^\zeta + \zeta P_0^\zeta. \tag{2.87} \]
It is a consequence of Fredholm’s theorem that the range of $P_0^0$ is finite dimensional; from (2.85) it follows that $\text{Ran}(P_0^0) \subset L^2 \cap L^{6,2}$. Also, $\text{Ran}(P_0^0)$ is the generalized eigenspace of $\mathcal{H} - \zeta$, meaning

$$\text{Ran}(P_0^0) = \bigcup_{k \geq 0} \text{Ker}((\mathcal{H} - \zeta)^k).$$

(2.88)

One inclusion follows from (2.87) and the fact that $P_k^0 \zeta = 0$ for $k \geq n$. The other inclusion is a consequence of the fact that, if $(\mathcal{H} - \zeta)^k f = 0$, then $R_V(z)f = (\zeta - z)^{-1}f$ and, using the definition (2.85), $P_0^0 f = f$. For higher values of $k$ we proceed by induction.

Furthermore, $\text{Ran}(P_0^0)$ consists of functions in $\langle \nabla \rangle^{-2} L^{6,5/2}$. If $f$ is a generalized eigenfunction, meaning $f \in L^2 \cap L^{6,2}$, then

$$(\mathcal{H}_0 + V)f = \zeta f + g,$$

(2.89)

where $g$ is also a generalized eigenfunction. Assuming by induction that $g \in e^{-\epsilon|x|} L^{6,5/2}$ (or is zero, to begin with), the same follows for $f$.

Likewise, if $g$ is in $L^1$ or exponentially decaying, we can infer the same about $f$. Indeed, assume that $g \in e^{-\epsilon|x|} L^{6,5/2}$, for some small $\epsilon$. Note that

$$f = R_0(\zeta)(-V f + g) = (I + R_0(\zeta) V_2)^{-1} R_0(\zeta) (-V_1 f + g),$$

(2.90)

where $V = V_1 + V_2$. We choose $V_1$ and $V_2$ such that $V_1$ has compact support and $V_2$ is small in the $L^{3/2,\infty}$ norm. It follows that $R_0(\zeta) (-V_1 f + g)$ is in $e^{-\epsilon|x|} L^{6,2}$, while $(I + R_0(\zeta) V_2)^{-1}$, given by an infinite Born series, is a bounded operator on the same space.

Thus, $f \in e^{-\epsilon|x|} L^{6,2}$ is exponentially decaying. By suitably choosing a finite sequence of epsilons, the conclusion follows for all the generalized eigenfunctions associated to $\zeta$.

The range of $(P_0^0)^*$ is the generalized eigenspace of $\mathcal{H}^* - \zeta$, which means that it is also finite-dimensional and spanned by exponentially decaying functions in $\langle \nabla \rangle^{-2} L^{6,5/2}$.

Throughout the sequel, we assume that there are no exceptional values embedded in $\sigma(\mathcal{H}_0)$. By Fredholm’s analytic theorem, this implies that there are finitely many exceptional values overall.

Then we can define $P_c$, the projection on the continuous spectrum, simply as the identity minus the sum of all projections corresponding to the exceptional values (which coincide, in this case, with the point spectrum):

$$P_c = I - P_p = I - \sum_{k=1}^n P_{0\zeta_k}^0.$$  

(2.91)

$P_c$ commutes with $\mathcal{H}$ and with $e^{it\mathcal{H}}$, as a direct consequence of the definition and of Lemma 2.11.

In order to characterize $P_c$, we employ the subsequent lemma, which appeared in Schlag [Sch] under more stringent assumptions.
Lemma 2.12. Consider $V \in L^{3/2, \infty}_0$ and assume that there are no exceptional values of $\mathcal{H}$ embedded in the spectrum of $\mathcal{H}_0$. Then for sufficiently large $y$

$$\langle f, g \rangle = \frac{i}{2\pi} \int_{\mathbb{R}} \langle (R_V(\lambda + iy) - R_V(\lambda - iy))f, g \rangle d\lambda$$

(2.92)

and the integral is absolutely convergent. Furthermore,

$$\langle f, g \rangle = \frac{i}{2\pi} \int_{\sigma(\mathcal{H}_0)} \langle (R_V(\lambda + i0) - R_V(\lambda - i0))f, g \rangle d\lambda + \sum_{k=1}^{n} \langle P_{\xi_k}^0 f, g \rangle$$

(2.93)

where $P^0_{\xi_k}$ are projections corresponding to the finitely many eigenvalues $\zeta_k$.

Proof. Assume at first that $V \in L^\infty$ and take $y > \|V\|_\infty$. Then

$$I + V_2 R_0(\lambda \pm iy)V_1$$

(2.94)

must be invertible. Indeed, $V_1$ and $V_2$ are bounded $L^2$ operators of norm at most $\|V\|_{1/2}^1$ and

$$\|R_0(\lambda \pm iy)\|_{2 \to 2} \leq \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{e^{-\sqrt{y^2}|x|}}{|x|} dx = 1/y.$$  

(2.95)

Therefore one can construct the inverse $(I + V_2 R_0(\lambda \pm iy)V_1)^{-1}$ by means of a power series. Thus

$$R_V(\lambda \pm iy) = R_0(\lambda \pm iy) - R_0(\lambda \pm iy)VR_0(\lambda \pm iy) +$$

$$+ R_0(\lambda \pm iy)V_1(I + V_2 R_0(\lambda \pm iy)V_1)^{-1}V_2 R_0(\lambda \pm iy)$$

(2.96)

is a bounded $L^2$ operator.

By Lemma 2.10, $t \geq 0 \langle e^{it\mathcal{H}} e^{-yt} f, g \rangle$ is an exponentially decaying function of $t$ and its Fourier transform is

$$\int_0^\infty \langle e^{-(y+i\lambda)t} e^{it\mathcal{H}} f, g \rangle dy = -i \langle R_V(\lambda - iy)f, g \rangle.$$  

(2.97)

Combining this with the analogous result for the positive side, we see that

$$\langle (e^{it\mathcal{H}} e^{-yt}|t f, g \rangle = i \langle (R_V(\lambda + iy) - R_V(\lambda - iy)) f, g \rangle.$$  

(2.98)

The right-hand side is absolutely integrable, because

$$R_V(\lambda) = R_0(\lambda) - R_0(\lambda)VR_0(\lambda) + R_0(\lambda)V_1(I + V_2 R_0(\lambda)V_1)^{-1}V_2 R_0(\lambda)$$

(2.99)

and

$$\int_{-\infty}^{\infty} |\langle (R_0(\lambda + iy) - R_0(\lambda - iy)) f, g \rangle| d\lambda$$

$$\leq \int_{-\infty}^{\infty} \frac{1}{2t} ([\langle (R_0(\lambda + iy) - R_0(\lambda - iy)) f, f \rangle + \langle (R_0(\lambda + iy) - R_0(\lambda - iy)) g, g \rangle) d\lambda$$

$$= \frac{1}{2}(\|f\|_2^2 + \|g\|_2^2).$$  

(2.100)
The remaining terms are absolutely integrable due to smoothing estimates:

$$\int_{-\infty}^{\infty} ||V|^{1/2}R_0(\lambda \pm iy)f||^2 \, d\lambda \leq C ||f||^2. \quad (2.101)$$

By the Fourier inversion formula, (2.98) implies

$$\frac{i}{2\pi} \int_{\mathbb{R}} ((R_V(\lambda + iy) - R_V(\lambda - iy))f, g) \, d\lambda = \langle f, g \rangle. \quad (2.102)$$

We then shift the integration contour toward the essential spectrum $\sigma(H_0)$, leaving behind circular contours around the finitely many (by Fredholm’s Theorem) eigenvalues. Each contour integral becomes a corresponding Riesz projection.

What is left is $P_c$, the projection on the continuous spectrum. The integral is still absolutely convergent due to (2.99), (2.100), and smoothing estimates. (2.93) follows.

In the beginning we assumed that $V \in L^\infty$. Now consider the general case $V \in L^{3/2, \infty}$ and a sequence of approximations by bounded potentials $V^n = V_1^n V_2^n \in L^\infty$, such that $||V^n - V||_{L^{3/2, \infty}} \to 0$ as $n \to \infty$. Let $E$ be the exceptional set of $V$. On the set $\{\lambda \mid d(\lambda, E) \geq \epsilon\}$, the norm

$$||(I + V^n R_0(\lambda)V^n)^{-1}||_{L^2 \to L^2} \quad (2.103)$$

is uniformly bounded for large $n$. For some sufficiently high $n$, then, $E(V_n) \subset \{\lambda \mid d(\lambda, E) < \epsilon\}$. If

$$y_0 = \sup \{|\text{Im} \lambda| \mid \lambda \in E\}, \quad (2.104)$$

then for any $y > y_0$ and sufficiently large $n$

$$\frac{i}{2\pi} \int_{\mathbb{R}} \chi(\lambda)((R_{V^n}(\lambda + iy) - R_{V^n}(\lambda - iy))f, g) \, d\lambda = \langle f, g \rangle. \quad (2.105)$$

Both for $V$ and for $V^n$ the integrals (2.102) and (2.105) converge absolutely and as $n \to \infty$ (2.105) converges to (2.102). To see this, subtract the corresponding versions of (2.99) from one another and evaluate.

This proves (2.93) for potentials $V \in L^{3/2, \infty}$, under the spectral assumption concerning the absence of embedded eigenvalues. \qed

By Lemma 2.12 it follows that

$$P_c = \chi(H) = \frac{i}{2\pi} \int_{\sigma(H_0)} (R_V(\lambda + i0) - R_V(\lambda - i0)) \, d\lambda. \quad (2.106)$$

$P_c$ is bounded on $L^2$, but, since each projection $P^0_{\xi_k}$ is bounded from $L^\infty + L^{6/5,2}$ to $L^{6,2} \cap L^1$, the same holds for $P_p = I - P_c$.

Therefore $P_c$ is bounded on $L^{6/5,q}$, $q \leq 2$, and on $L^{6,q}$, $q \geq 2$, as well as on intermediate spaces.
2.5. Technical Lemmas. In order to apply Wiener’s Theorem — Theorem 1.1 —, we first need to exhibit an element of \( K \). By Proposition 1.2,

\[
T_{V_2,V_1}(t) = V_2 e^{i t \mathcal{H}_0} V_1
\]

(2.107)
is a such an element. However, another condition is that the Fourier transform \( I - i \hat{T}_{V_2,V_1} \) should be invertible at every \( \lambda \in \mathbb{R} \). By Lemma 2.7,

\[
I - i \hat{T}_{V_2,V_1}(\lambda) = I + V_2 R_0(\lambda)V_1
\]

(2.108)
and this is invertible for each \( \lambda \), except for \( \lambda \in E \). This suffices only if there are no exceptional values; otherwise we need a correction.

By (2.60), we see that the problem is that \( R_0 \) is not uniformly bounded in the lower half-plane in \( L(L^2, L^6/5, 2) \). The solution will be to replace \( R_0 \) with \( R_p \), which is uniformly bounded in the lower half-plane when \( \delta > 0 \).

Our construction involves using, instead of \( V_1 \) and \( V_2 \), the following modified versions:

**Lemma 2.13.** Consider \( V \in L^{3/2}((\mathbb{R}^3) \) and \( \mathcal{H} = \mathcal{H}_0 + V \) as in (1.2) or (1.3) such that \( \mathcal{H} \) has no exceptional values embedded in \( \sigma(\mathcal{H}_0) \). Then, for any \( \delta \in \mathbb{C} \), there exists a decomposition

\[
V - P_p(\mathcal{H} - i\delta) = \tilde{V}_1 \tilde{V}_2,
\]

(2.109)
where \( P_p = I - P_c \), such that \( \tilde{V}_1, \tilde{V}_2 \in \mathcal{L}(L^2, L^6/5, 2) \), and the Fourier transform of \( I - i \hat{T}_{\tilde{V}_2,\tilde{V}_1} \) is uniformly invertible in the lower half-plane:

\[
\sup_{\text{Im} \lambda \leq 0} \| I - i \hat{T}_{\tilde{V}_2,\tilde{V}_1}(\lambda) \|_{\mathcal{L}(L^2,L^2)} < \infty.
\]

(2.110)

Here

\[
(T_{\tilde{V}_2,\tilde{V}_1} F)(t) = \int_{-\infty}^t \tilde{V}_2 e^{i(t-s)\mathcal{H}_0} \tilde{V}_1 F(s) \, ds.
\]

(2.111)
Furthermore, \( \tilde{V}_1 \) and \( \tilde{V}_2 \) can be approximated in the \( \mathcal{L}(L^2, L^6/5, 2) \) norm by operators that are bounded from \( L^2 \) to \( \langle x \rangle^{-N} L^2 \), for any fixed \( N \).

Finally, if \( V \in L^{3/2,1} \) then \( L^6/5, 2 \) can be replaced by \( L^{6/5,1} \).

Note that \( \tilde{V}_1 \) and \( \tilde{V}_2 \) are the same as \( V_1 \), respectively \( V_2 \), up to exponentially small perturbations; however, while \( V_1 \) and \( V_2 \) are functions, \( \tilde{V}_1 \) and \( \tilde{V}_2 \) are operators.

Our interest in them is explained by (2.110), which is not guaranteed for \( V_1 \) and \( V_2 \) by themselves, as explained above.

**Proof of Lemma 2.13.** Consider a potential \( V \) such that \( \mathcal{H} \) has no exceptional values embedded in \( \sigma(\mathcal{H}_0) \). Having finite rank, \( P_p \) has the form

\[
P_p f = \sum_{k=1}^n \langle f, f_k \rangle g_k,
\]

(2.112)
where \( f_k \) and \( g_k \) belong to \( (\nabla)^{-2}L^{6/5,2} \). Take the standard polar decomposition of \( P_p \), with respect to \( L^2 \):

\[
P_p = UA,
\]

(2.113)

where \( A = (P_p^* P_p)^{1/2} \geq 0 \) is a nonnegative \( L^2 \) operator of finite rank. More specifically, \( A \) has the form

\[
Af = \sum_{j,k=1}^n a_{jk} \langle f, f_k \rangle f_j.
\]

(2.114)

\( A \) maps to the span of \( f_k \), while \( U \) is a partial \( L^2 \) isometry defined on the range of \( A \).

\[
Uf = \sum_{j,k=1}^n u_{jk} \langle f, f_k \rangle g_j.
\]

(2.115)

From these explicit forms we see that both \( U \) and \( A \) are bounded operators from \( (\nabla)^2 L^{6,2} \), which includes \( L^2 \), to \( (\nabla)^{-2}L^{6/5,2} \).

Also let \( V = V_1 V_2 \), where \( V_2 \geq 0 \) is a nonnegative operator on \( L^2 \), meaning \( \langle f, V_2 f \rangle \geq 0 \) for every \( f \in \text{Dom}(V_2) \), and \( V_1, V_2 \in L^{3,\infty} \).

Then, define the bounded \( L^2 \) operators \( G_1 = V_2/(V_2 + A) \) and \( G_2 = (\mathcal{H} + i\delta)P_p/(V_2 + A) \), initially on \( \text{Ran}(V_2 + A) \), by setting

\[
G_1((V_2 + A)f) = V_2 f, \quad G_2((V_2 + A)f) = (\mathcal{H} + \delta)P_p f
\]

(2.116)

and extending them by continuity to \( \text{Ran}(V_2 + A) \). On the orthogonal complement

\[
\text{Ran}(V_2 + A)^\perp = \{ f \mid P_p f = 0, \quad V f = 0 \}
\]

(2.117)

we simply set \( G_1 = G_2 = 0 \). We then make the construction

\[
V - P_p(\mathcal{H} - i\delta) = \tilde{V}_1 \tilde{V}_2,
\]

\[
\tilde{V}_2 = V_2 + A,
\]

\[
\tilde{V}_1 = V_1 G_1 - G_2.
\]

(2.118)

Upon inspection, \( \tilde{V}_1 \) and \( \tilde{V}_2^* \) are bounded from \( L^2 \) to \( L^{6/5,2} \).

We next prove that \( \tilde{V}_1 \) and \( \tilde{V}_2 \) can be approximated by operators in better classes, as claimed. Firstly, consider a family of smooth compactly supported functions \( \chi_n \) such that \( 0 \leq \chi_n \leq 1 \) and \( \chi_n \to 1 \) uniformly on compact sets as \( n \to \infty \). Let

\[
F_1^n = \chi_n V_1 G_1 - \chi_n G_2 \chi_n,
\]

\[
F_2^n = \chi_n V_2 + \chi_n A \chi_n.
\]

(2.119)

It is plain that \( F_1^n \) and \( (F_2^n)^* \) take \( L^2 \) to \( (x)^{-N}L^2 \). They also approximate \( \tilde{V}_1 \) and \( \tilde{V}_2^* \) in \( \mathcal{L}(L^2, L^{6/5,2}) \). Indeed, as \( n \to \infty \)

\[
\|\chi_n V_j - V_j\|_{\mathcal{L}(L^2, L^{6/5,2})} \to 0
\]

(2.120)
As we see by (2.129),

\[ \| \chi_n G_2 \chi_n - G_2 \|_{L(\mathcal{L}_2, \mathcal{L}_2)} \to 0, \]
\[ \| \chi_n A \chi_n - A \|_{L(\mathcal{L}_2, \mathcal{L}_{6/5,2})} \to 0, \] (2.121)

because \( G_2 \) and \( A \) have finite rank.

Finally, we show that the Fourier transform \( I - i \hat{T}_{V_2, V_1} (\lambda) \) is always invertible. Lemma 2.7 implies that

\[ I - i \hat{T}_{V_2, V_1} (\lambda) = I + \hat{V}_2 R_0 (\lambda) \hat{V}_1. \] (2.122)

As we see by (2.129),

\[ (I + \hat{V}_2 R_0 \hat{V}_1)^{-1} = I - \hat{V}_2 (R_V P_c - (\lambda - i \delta)^{-1} P_p) \hat{V}_1. \] (2.123)

By (2.60) and (2.61), \( R_V (\lambda) \) is bounded from \( L^{6/5,2} \) to \( L^{6,2} \) if and only if \( \lambda \) is not an exceptional value. Our assumption regarding the absence of embedded exceptional values implies that \( R_V (\lambda) \) is uniformly bounded for \( \lambda \in \sigma(H_0) \). Furthermore, \( R_V \) is uniformly bounded away from the finitely many exceptional values.

Using the representation formula (2.106) for \( P_c \), for \( f, g \in L^2 \)

\[ \langle R_V (\lambda_0) P_c f, g \rangle = \frac{1}{2 \pi i} \int_{\sigma(H_0)} \langle R_V (\lambda) (R_V (\lambda - i 0) - R_V (\lambda + i 0)) f, g \rangle d\lambda \]
\[ = \frac{1}{2 \pi i} \int_{\sigma(H_0)} \left( \frac{1}{\lambda - \lambda_0} (R_V (\lambda - i 0) - R_V (\lambda + i 0)) f, g \right) d\lambda \] (2.124)

and the integral converges absolutely. Here we used the resolvent identity: for all \( \lambda_1, \lambda_2 \) in the resolvent set,

\[ R_V (\lambda_1) - R_V (\lambda_2) = (\lambda_1 - \lambda_2) R_V (\lambda_1) R_V (\lambda_2). \]

For some fixed \( \lambda_1 \not\in \sigma(H_0) \), \( R_V (\lambda_1) \) is bounded from \( L^{6/5,2} \) to \( L^{6,2} \). Then, for any other value \( \lambda_2 \not\in \sigma(H_0) \), one has that

\[ \langle R_V (\lambda_1) P_c f, g \rangle - \langle R_V (\lambda_2) P_c f, g \rangle = \]
\[ = \frac{1}{2 \pi i} \int_{\sigma(H_0)} \left( \frac{\lambda_2 - \lambda_1}{(\lambda - \lambda_1)(\lambda - \lambda_2)} (R_V (\lambda - i 0) - R_V (\lambda + i 0)) f, g \right) d\lambda. \] (2.125)

Since the integrand decays like \( \lambda^{-2} \), it follows that

\[ \sup_{\lambda \in \mathbb{C}} \| R_V (\lambda) P_c \|_{L^{6/5,2} \to L^{6,2}} < \infty. \] (2.126)

By (2.123), \( (I + \hat{V}_2 R_0 (\lambda) \hat{V}_1)^{-1} \) is then uniformly bounded in the lower half-plane, for \( \delta > 0 \), and (2.110) follows. \( \Box \)

As we replace \( V_1 \) and \( V_2 \) by \( \hat{V}_1 \), respectively \( \hat{V}_2 \), we use the following identities:
Lemma 2.14. For $\delta > 0$, consider the decomposition of Lemma 2.13:

$$V - P_p(\mathcal{H} + i\delta) = \tilde{V}_1 \tilde{V}_2.$$  

(2.127)

Let $\tilde{R}_V(\lambda) = (P_c \mathcal{H} - i\delta P_p - \lambda)^{-1}$. Then

$$\tilde{R}_V(\lambda) = R_V(\lambda) P_c - (\lambda - i\delta)^{-1} P_p$$  

(2.128)

and the following identities hold:

$$(I + \tilde{V}_2 R_0(\lambda) \tilde{V}_1)^{-1} = I - \tilde{V}_2 \tilde{R}_V(\lambda) \tilde{V}_1.$$  

(2.130)

Proof. Direct computation shows that

$$(P_c \mathcal{H} + i\delta P_p - \lambda)(R_V(\lambda) P_c - (\lambda - i\delta)^{-1} P_p) = I.$$  

(2.131)

We use the fact that $P_c^2 = P_c$, $P_p^2 = P_p$, $P_c P_p = P_p P_c = 0$, and everything commutes in $(2.131)$. Then, note that

$$P_c \mathcal{H} - i\delta P_p = \mathcal{H}_0 + V - P_p(\mathcal{H} + i\delta) = \mathcal{H}_0 + \tilde{V}_1 \tilde{V}_2.$$  

(2.132)

We write the resolvent identity, for this case, as

$$\tilde{R}_V(\lambda) = R_0(\lambda) - R_0(\lambda) \tilde{V}_1 \tilde{V}_2 \tilde{R}_V(\lambda) = R_0(\lambda) - \tilde{R}_V(\lambda) \tilde{V}_1 \tilde{V}_2 R_0(\lambda),$$  

(2.133)

which implies $(2.129)$ and $(2.130)$. \hfill \Box

We prefer to study the modified evolution $e^{it P_c - \delta t P_p}$, rather than $e^{it \mathcal{H}}$ or $e^{it P_c}$. We define this modified evolution simply by means of the equation

$$i\partial_t Z + \mathcal{H} P_c Z + i\delta P_p Z = 0, \quad Z(0) = Z_0,$$  

(2.134)

and take $e^{it P_c - \delta t P_p} Z_0 := Z(t)$.

Lemma 2.15. Assume $\|V\|_\infty < \infty$; then

$$e^{it P_c - \delta t P_p} = e^{it \mathcal{H}} P_c + e^{-\delta t} P_p.$$  

(2.135)

For $\text{Im} \lambda < \|V\|_\infty$,

$$(e^{it P_c - \delta t P_p})^\wedge(\lambda) = \tilde{R}_V(\lambda).$$  

(2.136)

Proof. By Lemma 2.10, this modified evolution is $L^2$-bounded when $V \in L^\infty$:

$$\|e^{it P_c - \delta t P_p}\|_{L(L^2, L^2)} \leq C e^{t\|V\|_\infty}.$$  

(2.137)

Since $\mathcal{H}$, $P_c$, and $P_p$ all commute, we can also rewrite it as

$$e^{it P_c - \delta t P_p} = e^{it P_c - \delta t P_p} P_c + e^{it P_c - \delta t P_p} P_p = e^{it P_c} + e^{-\delta t} P_p.$$  

(2.138)

(2.137) allows one to define the Fourier transform for $\text{Im} \lambda < -\|V\|_\infty$. A direct computation then shows (2.136). \hfill \Box
2.6. Time-independent potentials.

Proof of Theorem 1.3. Replace the original equation (1.1) by the following:
\[ i\partial_t Z + \mathcal{H}_p Z + i\delta P_p Z = F. \]  
(2.139)
This equation is fulfilled by \( P_iZ, P_iF, \) and \( P_iZ(0) \) (as \( Z, F, \) and \( Z(0) \) respectively).

By Duhamel’s formula, since
\[ \mathcal{H}_p + i\delta P_p = \mathcal{H}_0 + V - P_p(\mathcal{H} - i\delta) = \mathcal{H}_0 + \hat{V}_1\hat{V}_2, \]
a solution of (2.139) satisfies
\[ Z(t) = e^{it\mathcal{H}_0}Z(0) - i\int_0^t e^{i(t-s)\mathcal{H}_0}F(s)ds + i\int_0^t e^{i(t-s)\mathcal{H}_0}(V - P_p(\mathcal{H} - i\delta))Z(s)ds. \]
(2.140)

Assume \( V \in L^\infty \). Let \( F, G \in L^\infty_t(L^1_x \cap L^2_x) \) have compact support in \( t \) and consider the forward time evolution
\[ (T_VF)(t) = \int_{t>s} e^{i(t-s)\mathcal{H}_p - \delta(t-s)P_p}F(s)ds. \]
(2.141)
By Lemma 2.15
\[ \hat{T}_V\hat{F}(\lambda) = i\hat{\mathcal{R}}_V(\lambda)\hat{F}(\lambda). \]
(2.142)
For \( y > \|V\|_\infty \), both \( e^{-yt}(T_VF)(t) \) and \( e^{yt}G(t) \) belong to \( L^2_{t,x} \). Taking the Fourier transform in \( t \), by Plancherel’s theorem
\[ \int_\mathbb{R} \langle (T_VF)(t), G(t) \rangle dt = \frac{1}{2\pi} \int_\mathbb{R} \langle (e^{-yt}(T_VF)(t))^\wedge, (e^{yt}G(t))^\wedge \rangle d\lambda \]
\[ = \frac{1}{2\pi i} \int_\mathbb{R} \langle \hat{R}_V(\lambda - iy)\hat{F}(\lambda - iy), \hat{G}(\lambda - iy) \rangle d\lambda. \]
(2.143)
Here \( \langle \cdot, \cdot \rangle \) is the real dot product.

Following (2.129) and (2.130), we express \( \hat{R}_V \) in (2.143) as
\[ \hat{R}_V = R_0 - R_0\hat{V}_1\hat{V}_2R_0 + R_0\hat{V}_1(\hat{V}_2\hat{R}_V\hat{V}_1)\hat{V}_2R_0. \]
(2.144)
The first term represents the free Schrödinger evolution:
\[ \frac{1}{2\pi i} \int_\mathbb{R} \langle R_0(\lambda - iy)\hat{F}(\lambda - iy), \hat{G}(\lambda - iy) \rangle d\lambda. \]
(2.145)
It is bounded by virtue of the endpoint Strichartz estimates of [KeTa].

Likewise, by means of Strichartz or smoothing estimates for the free Schrödinger equation, one obtains that
\[ \|\hat{V}_2R_0(\lambda - i0)\hat{F}(\lambda - i0)\|_{L^2_{\lambda,x}} \leq C\|F\|_{L^2_tL^6/5/2_x}, \]
\[ \|\hat{V}_1^* R_0(\lambda + i0)\hat{G}(\lambda - i0)\|_{L^2_{\lambda,x}} \leq C\|G\|_{L^2_tL^6/5/2_x}. \]
(2.146)
The same holds for the integral along any other horizontal line, meaning that for every \( y \in \mathbb{R}, \hat{V}_2R_0(\lambda + iy)\hat{F}(\lambda + iy) \) and \( \hat{V}_1^* R_0(\lambda + iy)\hat{G}(\lambda + iy) \) are in \( L^2_{\lambda,x} \). This allows shifting the integration line toward the real axis.
Taking into account the fact that, by (2.128) and (2.126),
\[
\sup_{\text{Im} \lambda \leq 0} \| \tilde{V}_2 R_V \tilde{V}_1 \|_{L(L^4, L^6)} < \infty
\] (2.147)
and following (2.144) and (2.146), we obtain
\[
\int_\mathbb{R} \langle (TF)(t), G(t) \rangle \, dt \leq C \| F \|_{L^6 L^{5/2}_y} \| G \|_{L^6 L^{5/2}_y}.
\] (2.148)
Then, we remove our previous assumption that $F$ and $G$ should have compact support. This establishes the estimate
\[
\left\| \int_0^t e^{i(t-s)H} P_c^{-\delta(t-s)} P_{c} F(s) \, ds \right\|_{L^4 L^{5/2}_x} \leq C \| F \|_{L^6 L^{5/2}_y}.
\] (2.149)
By taking the $P_c$ projection, we obtain the more usual Strichartz retarded estimate. Then, using Duhamel’s formula (2.140), we obtain (1.9).

Given $V \in L^{3/2, \infty}_0$, we approximate it in the $L^{3/2, \infty}$ norm by $L^\infty$ potentials whose exceptional sets are still disjoint from $\sigma(H_0)$. Since the conclusion stands for each approximation, uniformly, we pass to the limit and it also holds for $V$ itself.

Next, we prove (1.10). Assume $V \in L^{3/2, 1}$. With $\tilde{V}_1$ and $\tilde{V}_2$ as in Lemma 2.13 (meaning $\tilde{V}_1$ and $\tilde{V}_2^*$ are bounded from $L^2$ to $L^{6/5, 1}$), let
\[
(T_{\tilde{V}_2, \tilde{V}_1} F)(t) = \int_{-\infty}^t \tilde{V}_2 e^{i(t-s)H_0} \tilde{V}_1 F(s) \, ds.
\] (2.150)

We need to establish that $T_{\tilde{V}_1, \tilde{V}_2}$ is bounded from $L^{3/2, 1}$ to $L^{6/5, 0}$. Therefore $T_{\tilde{V}_2, \tilde{V}_1}$ takes $L^1 L^{6/5}_x$ to itself and, for the Hilbert space $H = L^2_x$, belongs to the algebra $K$. Following Lemma 2.7, the Fourier transform of $T_{\tilde{V}_2, \tilde{V}_1}$ is given by
\[
\widehat{T_{\tilde{V}_2, \tilde{V}_1}}(\lambda) = i \hat{\tilde{V}}_2 R_0(\lambda) \hat{\tilde{V}}_1.
\] (2.152)
By Lemma 2.13, $I - i \hat{\tilde{V}}_2 \hat{\tilde{V}}_1(\lambda)$ is invertible for $\text{Im} \lambda \leq 0$.

Considered as an operator from $L^p$, $p < 6/5$, to its dual, $T_{I, I}(t)$ decays at infinity faster than $|t|^{-1}$ in norm:
\[
\| T_{I, I}(t) \|_{L(L^p, L^{p'})} \leq C |t|^{3/2 - 3/p}
\] (2.153)
and $3/2 - 3/p < -1$ for $p < 6/5$. Thus, if $\tilde{V}_1$ and $\tilde{V}_2^*$ were in $L(L^2, L^p)$,
\[
\| \chi_{|t|>R} T_{\tilde{V}_2, \tilde{V}_1} \| \leq \int_{R}^{\infty} \| T_{\tilde{V}_2, \tilde{V}_1}(t) \|_{L(L^2, L^2)} \leq C |t|^{5/2 - 3/p} \rightarrow 0
\] (2.154)
as $t \rightarrow \infty$. By approximating $\tilde{V}_1$ and $\tilde{V}_2$ in the operator norm, it follows that $T_{\tilde{V}_2, \tilde{V}_1}$ belongs to the subalgebra $K_0 \subset K$ of kernels that decay at infinity.
Moreover, consider approximations of \( \tilde{V}_1 \) and \( \tilde{V}_2 \), call them \( F_1^n \) and \( F_2^n \), as given by Lemma 2.13. Then for each \( t \)

\[
\| (F_2^n e^{-i(t+\epsilon)\Delta} F_1^n - F_2^n e^{-i\Delta} F_1^n) f \|_2 \leq C \epsilon^{1/4} \| e^{-i\Delta} F_1^n f \|_{H_{loc}^{1/2}}
\] (2.155)

and therefore

\[
\int_{-t}^{t} \| (F_2^n e^{i(t+\epsilon)\mathcal{H}_0} F_1^n - F_2^n e^{i\mathcal{H}_0} F_1^n) f \|_2 \, dt \\
\leq C \epsilon^{1/4} t^{1/2} \left( \int_{-t}^{t} \| e^{-i\Delta} F_1^n f \|_{H_{loc}^{1/2}}^2 \, dt \right)^{1/2}
\] (2.156)

\[
\leq C \epsilon^{1/4} t^{1/2} \| f \|_2.
\]

Since \( T_{F_2^n,F_1^n} \) decays at infinity, (2.156) implies that \( T_{F_2^n,F_1^n} \) is equicontinuous. By passing to the limit, we find that the same holds for \( T_{\tilde{V}_2,\tilde{V}_1} \).

Therefore \( I - iT_{\tilde{V}_2,\tilde{V}_1} \) satisfies all the hypotheses of Theorem 2.3 with respect to the Hilbert space \( L^2 \) and the algebra \( K \) of Definition 2.11. The inverse \( (I - iT_{\tilde{V}_2,\tilde{V}_1})^{-1} \) then belongs to \( K \) and is supported on \((-\infty, 0] \) in \( t \) by Lemma 2.5.

Let \( T_{I,\tilde{V}_1} \) and \( T_{\tilde{V}_2,I} \) be respectively given by

\[
(T_{I,\tilde{V}_1} F)(t) = \int_{-\infty}^{t} e^{i(t-s)\mathcal{H}_0} \tilde{V}_1 F(s) \, ds
\] (2.157)

and

\[
(T_{\tilde{V}_2,I} F)(t) = \int_{-\infty}^{t} \tilde{V}_2 e^{i(t-s)\mathcal{H}_0} F(s) \, ds.
\] (2.158)

Given the decomposition \( V - \Pi_P (\mathcal{H} + i\delta) = \tilde{V}_1 \tilde{V}_2 \) (2.140) becomes

\[
\tilde{V}_2 Z(t) = \tilde{V}_2 \int_{0}^{t} e^{i(s)\mathcal{H}_0} (-i F(s) + \delta_{s=0} Z(0)) \, ds + i \int_{0}^{t} (\tilde{V}_2 e^{i(t-s)\mathcal{H}_0} \tilde{V}_1) \tilde{V}_2 Z(s) \, ds.
\] (2.159)

Then

\[
(I - iT_{\tilde{V}_2,\tilde{V}_1}) \tilde{V}_2 Z = T_{\tilde{V}_2,1} (-iF + \delta_{t=0} Z(0)).
\] (2.160)

Consequently, we can rewrite (2.140) as

\[
Z = T_{I,I} (-iF + \delta_{t=0} Z(0)) + T_{I,\tilde{V}_1} (I - iT_{\tilde{V}_2,\tilde{V}_1})^{-1} T_{\tilde{V}_2,I} (-iF + \delta_{t=0} Z(0)).
\] (2.161)

By Proposition 1.2

\[
\| T_{\tilde{V}_2,1} (-iF + \delta_{t=0} Z(0)) \|_{L^1_t L^2_x} \leq C (\| F \|_{L^1_t L^{6/5,1}_x} + \| Z(0) \|_{L^{6/5,1}_x})
\] (2.162)

The convolution kernel \( (I - iT_{\tilde{V}_2,\tilde{V}_1})^{-1} \) then takes \( L^1_t L^2_x \) into itself again, while the last operator \( T_{I,\tilde{V}_1} \) takes \( L^1_t L^{6/5,1}_x \) into \( L^1_t L^{6,\infty}_x \). We obtain that \( P_{\epsilon} Z \in L^1_t L^{6,\infty}_x \), as desired. \( \square \)

For completeness, we also sketch the proof of Proposition 1.5.
Proof of Proposition 1.5. If $V \in L^{3/2,1}$, then (1.14) follows directly by interpolation between (1.9) and (1.10), which are both satisfied. If $V \in L^{3/2}$, then we use Theorem 2.6.

We need to show in this case that $T_{V_2, V_1}$ belongs to $K_6/5$. By complex interpolation between

$$\|T_{V_2, V_1} F\|_{L^1_t L^2_x} \leq C \|V_1\|_{L^{3,2}} \|V_2\|_{L^{3,2}} \|F\|_{L^1_t L^2_x},$$

which follows by Proposition 1.2, and

$$\|T_{V_2, V_1} F\|_{L^2_{t,x}} \leq C \|V_1\|_{L^{3,\infty}} \|V_2\|_{L^{3,\infty}} \|F\|_{L^2_{t,x}},$$

which follows by the endpoint Strichartz estimate for $e^{-it\Delta}$, we obtain that

$$\|T_{V_2, V_1} F\|_{L^{6/5}_{t,x} L^2_x} \leq C \|V_1\|_{L^3} \|V_2\|_{L^3} \|F\|_{L^{6/5}_{t,x} L^2_x},$$

so, by definition, $T_{V_2, V_1} \in K_6/5$.

Since $T_{V_2, V_1} - T_{V_2, V_1}$ has finite rank, a similar interpolation argument shows that $T_{V_2, V_1} \in K_6/5$.

From this point, the proof follows that of (1.10). □

2.7. The time-dependent case.

Proof of Corollary 1.6. Introduce an auxiliary function $Z_1 = P_c Z_1$ (supported on the continuous spectrum) and write (1.14) in the form

$$i \partial_t Z + \mathcal{H} Z + \bar{V}(t, x) P_c Z_1 = F; \quad Z(0) \text{ given}. \quad (2.163)$$

By the Strichartz estimate (1.9),

$$\|P_c Z\|_{L^\infty_t L^3_x \cap L^6_{t,x}} \leq C \left( \|Z(0)\|_2 + \|F\|_{L^1_t L^2_x + L^5_{t,L^{6/5}}_x} + \|\bar{V}\|_{L^\infty_t L^{3/2,\infty}_x} \|P_c Z_1\|_{L^2_{t,x} L^6_{x}} \right). \quad (2.164)$$

For two different values of $Z_1$, call them $Z^1_1$ and $Z^2_1$, we subtract the corresponding copies of (2.163) from one another. The contributions of $Z(0)$ and $F$ cancel, so we obtain

$$\|P_c Z^1 - P_c Z^2\|_{L^\infty_t L^3_x \cap L^6_{t,x}} \leq C \|\bar{V}\|_{L^\infty_t L^{3/2,\infty}_x} \|P_c Z_1\|_{L^2_t L^6_x}.$$  \quad (2.165)

Thus, if $\|\bar{V}\|_{L^\infty_t L^{3/2,2}}$ is sufficiently small, the map that associates the solution $P_c Z$ to the auxiliary function $P_c Z_1$ is a contraction inside some ball of large radius in $L^2_t L^6_x$. The fixed point of this contraction is a solution to (1.14) and (2.164), then implies (1.15).

The proof of (1.16) is entirely analogous. □

Consider the family of isometries $U$ given by (1.18) or (1.19). In the subsequent lemma we encapsulate the properties of $U$ that we actually use in our study of (1.22) and (1.27).

Lemma 2.16. Let $U(t)$ be defined by (1.18) or (1.19). Then $U$ possesses properties P1–P4 listed in Theorem 1.7.
Proof. With no prejudice, we only consider the matrix case (1.18).

It is straightforward to verify properties P1 and P2: \( U(t) \) are isometries, so they preserve any isometry-invariant Banach space. The Laplace operator \( \Delta \) (hence \( H_0 \), too) commutes with translations and rotations.

The third property, P3, concerns a comparison between

\[
T(t, s) = e^{i(t-s)H_0}
\]

and

\[
\tilde{T}(t, s) = e^{i(t-s)H_0} U(t) U(s)^{-1} = e^{i(t-s)H_0} \Omega(t) e^{(D(t)-D(s))\nabla + i(A(t)-A(s))\sigma_3} \Omega(s)^{-1}.
\]

We first study the model operator with \( \Omega \equiv I \) and \( D \equiv 0 \), so we only have to handle the oscillation \( A \). Denote this by

\[
\tilde{T}_1(t, s) = e^{i(t-s)H_0} e^{i(A(t)-A(s))\sigma_3}.
\]

One has

\[
e^{ia} - 1 \leq C \min(1, a)
\]

and then, by the \( L^1 \) to \( L^\infty \) \( t^{-3/2} \) dispersive estimate, for large enough \( N \)

\[
\| \langle x \rangle^{-N} (T(t, s) - \tilde{T}_1(t, s)) \langle x \rangle^{-N} \|_{2 \to 2} \leq C \| T(t, s) - \tilde{T}(t, s) \|_{1 \to \infty}
\]

\[
\leq C |t - s|^{-3/2} |A(t) - A(s)|
\]

\[
\leq C |t - s|^{-1/2} \| A' \|_{\infty}.
\]

Next, consider the case when \( \Omega \equiv I \), but \( D \) and \( A \) need not be zero. Let

\[
\tilde{T}_2(t, s) = e^{i(t-s)H_0} e^{(D(t)-D(s))\nabla + i(A(t)-A(s))\sigma_3}.
\]

We start with the Leibniz-Newton formula

\[
\tilde{T}_2(t, s) - \tilde{T}_1(t, s) = \int_s^t D'(\tau) \nabla e^{i(t-s)H_0} e^{(D(\tau)-D(s))\nabla + i(A(t)-A(s))\sigma_3} d\tau,
\]

which implies

\[
\| \langle x \rangle^{-N} (\tilde{T}_2(t, s) - \tilde{T}_1(t, s)) \langle x \rangle^{-N} \|_{2 \to 2} \leq
\]

\[
\leq C \| D' \|_{\infty} |t - s| \cdot \sup_{\tau \in [s, t]} \| \langle x \rangle^{-N} \nabla e^{(D(\tau)-D(s))\nabla} \tilde{T}_1(t, s) \langle x \rangle^{-N} \|_{2 \to 2}
\]

\[
= C \| D' \|_{\infty} |t - s| \cdot \sup_{\tau \in [s, t]} \| \langle x \rangle^{-N} \nabla e^{(D(\tau)-D(s))\nabla} \nabla T(t, s) \langle x \rangle^{-N} \|_{2 \to 2}.
\]

From the explicit form of the fundamental solution of the free Schrödinger equation, we obtain the following bound for the kernel of \( \nabla T(t, s) \):

\[
|\nabla T(t, s)|/(x, y) \leq C \frac{|x - y|}{|t - s|^{5/2}}.
\]
Then,
\[
|\nabla e^{(D(\tau) - D(s))} T(t, s)|(x, y) = |\nabla T(t, s)|(x + D(\tau) - D(s), y) \\
\leq C|x| + |y| + |\tau - s||D'||\infty \frac{1}{|t - s|^{5/2}}.
\] (2.175)

(2.173) and (2.175) imply that, for sufficiently large \(N\),
\[
\|\langle x \rangle^{-N}(\bar{T}_2(t, s) - \bar{T}_1(t, s))\|_{2\to 2} \leq C(|t - s|^{-3/2}\|D'||\infty + |t - s|^{-1/2}\|D'||\infty)\).
\] (2.176)

Finally, if \(\Omega \neq I\), let \(\bar{D}(\tau) = \Omega(s)D(\tau)\); then
\[
\bar{T}(t, s) = e^{i(t-s)H_0}\Omega(t)\Omega(s)^{-1}e^{i(D(t) - D(s))\nabla + i(A(t) - A(s))\sigma_3}.
\] (2.177)

We use a concrete description of \(\Omega'(t)\): there exists an infinitesimal rotation
\[
\omega(t) = (x \cdot e_1(t))\partial_{e_2(t)} - (x \cdot e_2(t))\partial_{e_1(t)}
\] (2.178)
such that \(\partial_t \Omega(t)\) equals \(\Omega'(t)\) times \(\omega(t)\), applied to \(\Omega(t)\):
\[
\partial_t \Omega(t)f = \Omega'(t)|\omega(t)\Omega(t)f.
\] (2.179)

By the Leibniz-Newton formula again,
\[
\bar{T}(t, s) - \bar{T}_2(t, s) = \int_s^t \|\Omega'(\tau)|\omega(t)e^{i(t-s)H_0}\Omega(t)|\Omega(s)^{-1}e^{i(D(t) - D(s))\nabla + i(A(t) - A(s))\sigma_3} d\tau.
\] (2.180)

This implies
\[
\|\langle x \rangle^{-N}(\bar{T}(t, s) - \bar{T}_2(t, s))\|_{2\to 2} \leq \\
\leq C\|\Omega'\|_{\infty}|t - s| \cdot \sup_{\tau \in [s, t]} \sup_{\omega} \|\langle x \rangle^{-N}\omega\Omega(\tau)\Omega(s)^{-1}\bar{T}_2(t, s)\langle x \rangle^{-N}\|_{2\to 2} \\
= C\|\Omega'\|_{\infty}|t - s| \cdot \sup_{\tau \in [s, t]} \sup_{\omega} \|\langle x \rangle^{-N}\omega\bar{T}_2(t, s)\langle x \rangle^{-N}\|_{2\to 2},
\] (2.181)

where the supremum is taken over all infinitesimal rotations \(\omega\).

From the explicit form of the fundamental solution, we get that
\[
\sup_{\omega} |\omega T(t, s)|(x, y) \leq C|x||y| |t - s|^{5/2}.
\] (2.182)

Then,
\[
\sup_{\omega} |\omega \bar{T}_2(t, s)|(x, y) = \sup_{\omega} |\omega T(t, s)|(x + \bar{D}(\tau) - \bar{D}(s), y) \\
\leq C\frac{|x| + |D(\tau) - D(s)||y|}{|t - s|^{5/2}}.
\] (2.183)

For sufficiently large \(N\), this implies
\[
\|\langle x \rangle^{-N}(\bar{T}(t, s) - \bar{T}_2(t, s))\|_{2\to 2} \leq \\
\leq C(|t - s|^{-3/2}\|\Omega'\|_{\infty} + |t - s|^{-1/2}\|\Omega'\|_{\infty}\|D'||\infty)\).
\] (2.184)
By (2.170), (2.176), and (2.184),
\[
\|x\|^{-N}(\tilde{T}_2(t,s) - T(t,s))\|x\|^{-N}_{2\rightarrow 2} \leq
\]
\[
\leq C(|t-s|^{-3/2}(\|\Omega'\|_{\infty} + \|D'\|_{\infty}) + |t-s|^{-1/2}(\|\Omega'\|_{\infty}\|D'\|_{\infty} + \|D'\|_{\infty}^2 + \|A'\|_{\infty})).
\]  
(2.185)

This proves property P3.

Finally, P4 follows from the fact that eigenfunctions of \(\mathcal{H}\) are in \((\nabla)^{-2}L^{6/5,2}\), by Lemma 2.11. Indeed, by (2.179),
\[
\partial_t U(t)U^{-1}(t) = |\Omega'(t)|\omega(t) + (\Omega(t)D'(t))\nabla + A'(t)\sigma_3,
\]  
where \(\omega(t)\) is an infinitesimal rotation.

Then, let \(f \in (\nabla)^{-2}L^{6/5,2}\) solve, with \(\lambda \notin (-\infty, -\mu] \cup [\mu, \infty)\),
\[
f = R_0(\lambda)Vf.  
\]  
(2.187)

It is immediate that
\[
\|(\Omega(t)D'(t))\nabla f\| + \|A'(t)\sigma_3 f\|_{L^{6/5,2}} \leq C(\|D'\| + \|A'\||f\|_{(\nabla)^{-2}L^{6/5,2}}. 
\]  
(2.188)

If \(V \in L^{3/2,1}\), then \(f \in (x)^{-2}L^{6/5,1}\), implying that \((\Omega(t)D'(t))\nabla f + A'(t)\sigma_3 f \in L^{6/5,1}\) instead.

For the \(\Omega(t)\) component of \(U(t)\), P4 reduces to knowing that \(\omega f \in L^{6/5,2}\). However,
\[
|\omega R_0(\lambda)|(x,y) \leq C(1 + |x-y|)|R_0(\lambda)|(x,y).  
\]  
(2.189)

P4 follows because \(V \in L^{6/5,2}\) and \(|R_0(\lambda)|(x,y)\) decays exponentially.

If \(V \in L^{3/2,1}\), then \(Vf \in L^{6/5,1}\) implies that \(\omega f \in L^{6/5,1}\).

\(\square\)

Proof of Theorem 1.7. To begin with, assume that \(V \in L^\infty\). This endows the Schrödinger evolution with a meaning, in the space of exponentially growing functions in the \(L^2\) norm. In the end, one can discard this assumption following an approximation argument.

Write the equation in the form (1.28) and let
\[
\tilde{Z} = P_c Z, \quad \tilde{F} = P_c U(t)F - i(P_c, \partial_t U(t)U(t)^{-1})(\tilde{Z} + P_p Z).  
\]  
(2.190)

The equation becomes
\[
i\partial_t \tilde{Z} - i\partial_t U(t)U(t)^{-1}\tilde{Z} + \mathcal{H}\tilde{Z} = \tilde{F}, \quad \tilde{Z}(0) = P_c U(0)R(0) \text{ given}.  
\]  
(2.191)

Fixing \(\delta > 0\), we rewrite (2.191) in the equivalent form
\[
i\partial_t \tilde{Z} - i\partial_t U(t)U(t)^{-1}\tilde{Z} + (\mathcal{H}P_c + i\delta P_p)\tilde{Z} = \tilde{F}.  
\]  
(2.192)

Note that
\[
\mathcal{H}P_c + i\delta P_p = \mathcal{H}_0 + V - P_p(\mathcal{H} - i\delta).  
\]  
(2.193)

Lemma 2.13 provides a decomposition
\[
V - P_p(\mathcal{H} - i\delta) = \check{V}_1 \check{V}_2,  
\]  
(2.194)

where \(\check{V}_1\) and \(\check{V}_2\) are in \(\mathcal{L}(L^2, L^{6/5,2})\) and can be approximated in this space by operators \(F_1^n\) and \(F_2^n\), such that \(F_1^n, (F_2^n)^* \in \mathcal{L}(L^2, (x)^{-N} L^2)\).
Thus, we obtain
\[
  i\partial_t \tilde{Z} - i\partial_t U(t)U(t)^{-1}\tilde{Z} + (\mathcal{H}_0 + \hat{V}_1\hat{V}_2)\tilde{Z} = \tilde{F}.
\] (2.195)

As a general model, consider a solution of the equation
\[
i\partial_tf - i\partial_t U(t)U(t)^{-1}f + \mathcal{H}_0f = F, f(0) \text{ given.}
\] (2.196)
Letting \( f = U(t)g, F = U(t)G, \) the equation becomes
\[
i\partial_t g + \mathcal{H}_0g = G, g(0) = U(0)^{-1}f(0),
\] (2.197)
so
\[
g = e^{it\mathcal{H}_0}g(0) - i \int_{-\infty}^{t} e^{i(t-s)\mathcal{H}_0}G(s) \, ds
\] (2.198)
and
\[
f = e^{it\mathcal{H}_0}U(t)U(0)^{-1} f(0) - i \int_{-\infty}^{t} e^{i(t-s)\mathcal{H}_0}U(t)U(s)^{-1}F(s) \, ds.
\] (2.199)

In particular, we obtain that
\[
\tilde{Z} = \int_{-\infty}^{t} e^{i(t-s)\mathcal{H}_0}U(t)U(s)^{-1}(\delta_{s=0}\tilde{Z}(0) - i\tilde{F}(s) + i\hat{V}_1\hat{V}_2\tilde{Z}) \, ds.
\] (2.200)

Denote
\[
\tilde{T}_{\tilde{V}_2,\tilde{V}_1} F(t) = \int_{-\infty}^{t} \tilde{V}_2 e^{i(t-s)\mathcal{H}_0}U(t)U(s)^{-1}\tilde{V}_1 F(s) \, ds,
\] (2.201)
respectively
\[
\tilde{T}_{\tilde{V}_2,\tilde{V}_1} F(t) = \int_{-\infty}^{t} \tilde{V}_2 e^{i(t-s)\mathcal{H}_0}U(t)U(s)^{-1}F(s) \, ds.
\] (2.202)

Then, rewrite Duhamel’s formula (2.200) as
\[(I - i\tilde{T}_{\tilde{V}_2,\tilde{V}_1})\tilde{V}_2\tilde{Z}(t) = \tilde{T}_{\tilde{V}_2,\tilde{V}_1}(-i\tilde{F}(s) + \delta_{s=0}\tilde{Z}(0)).\] (2.203)

We compare \( \tilde{T}_{\tilde{V}_2,\tilde{V}_1} \) with the kernel, invariant under time translation,
\[
\tilde{T}_{\tilde{V}_2,\tilde{V}_1} F(t) = \int_{-\infty}^{t} \tilde{V}_2 e^{i(t-s)\mathcal{H}_0}\tilde{V}_1 F(s) \, ds.
\] (2.204)

Indeed, \( I - i\tilde{T}_{\tilde{V}_2,\tilde{V}_1} \) is invertible, see (2.216), and we want to prove the same for \( \tilde{T} \), so that we can invert in (2.203).

We make the comparison in the following algebra \( \hat{K} \), whose definition parallels that of \( K \), Definition 2.1.

**Definition 2.3.** \( \hat{K} = \{ T(t,s) \mid \sup_{s} \| T(t,s)f \|_{M_{t}L^2_x} \leq C\| f \|_2 \} \).

Here \( M_{t}L^2_x \) is the set of \( L^2 \)-valued measures of finite mass on the Borel algebra of \( \mathbb{R} \). \( \hat{K} \) contains operators that are not translation-invariant in \( t \) and \( s \), is naturally endowed with a unit, but is not a \( C^* \) algebra.

To carry out the comparison of \( T \) and \( \tilde{T} \), let
\[
f(\tau, \tau) = \sup_{t-s=\tau} \| (x)^{-N}(U(t)U(s)^{-1} e^{i(t-s)\mathcal{H}_0} - e^{i(t-s)\mathcal{H}_0}) (x)^{-N} \|_{2 \to 2}.
\] (2.205)
and observe that
\[ \| \langle x \rangle^{-N}(U(t)U(s)^{-1}e^{i(t-s)H_0} - e^{i(t-s)H_0}) \langle x \rangle^{-N} \|_{\tilde{K}} \leq \int_{\mathbb{R}} f(\pi, \tau) \, d\tau. \] (2.206)

By condition P3, for almost every \( \tau \)
\[ \lim_{\|\pi'\|_{\infty} \to 0} f(\pi, \tau) = 0. \] (2.207)

On the other hand, by combining the \( L^2 \) boundedness and the \( L^1 \to L^\infty \) decay estimates,
\[ \| \langle x \rangle^{-N}(U(t)U(s)^{-1}e^{i(t-s)H_0} - e^{i(t-s)H_0}) \langle x \rangle^{-N} \|_{2 \to 2} \leq \]
\[ \leq \| \langle x \rangle^{-N}U(t)U(s)^{-1}e^{i(t-s)H_0} \langle x \rangle^{-N} \|_{2 \to 2} + \| \langle x \rangle^{-N}e^{i(t-s)H_0} \langle x \rangle^{-N} \|_{2 \to 2} \]
\[ \leq C \min(1, |t - s|^{-3/2}). \] (2.208)

Equivalently,
\[ |f(\pi, \tau)| \leq C \min(1, |t - s|^{-3/2}), \] (2.209)
so \( f(\pi, \tau) \) is uniformly integrable in \( \tau \). By dominated convergence,
\[ \lim_{\|\pi'\|_{\infty} \to 0} \int_{\mathbb{R}} f(\pi, \tau) \, d\tau = 0, \] (2.210)

hence
\[ \lim_{\|\pi'\|_{\infty} \to 0} \| \langle x \rangle^{-N}(U(t)U(s)^{-1}e^{i(t-s)H_0} - e^{i(t-s)H_0}) \langle x \rangle^{-N} \|_{\tilde{K}} = 0. \] (2.211)

Therefore, for each approximation \( F_1^n \) and \( F_2^n \) of \( \tilde{V}_1 \) and \( \tilde{V}_2 \)
\[ \lim_{\|\pi'\|_{\infty} \to 0} \| T_{F_2^n,F_1^n}^* - \tilde{T}_{F_2^n,F_1^n}^* \|_{\tilde{K}} = 0. \] (2.212)

Since \( F_2^n \) and \( F_1^n \) are approximations of \( \tilde{V}_2 \) and \( \tilde{V}_1 \), by (1.9)
\[ \lim_{n \to \infty} \| T_{F_2^n,F_1^n}^* - T_{\tilde{V}_2,\tilde{V}_1}^* \|_{\mathcal{L}(L^2_{t,x},L^2_{t,x})} = 0, \]
\[ \lim_{n \to \infty} \| \tilde{T}_{F_2^n,F_1^n}^* - \tilde{T}_{\tilde{V}_2,\tilde{V}_1}^* \|_{\mathcal{L}(L^2_{t,x},L^2_{t,x})} = 0. \] (2.213)

When \( V \in L^{3/2,1} \), one can replace \( \mathcal{L}(L^2_{t,x},L^2_{t,x}) \) by \( \tilde{K} \) in (2.213), using (1.10) instead of (1.9).

Therefore, when \( V \in L^{3/2,1}_0 \)
\[ \lim_{\|\pi'\|_{\infty} \to 0} \| T_{\tilde{V}_2,\tilde{V}_1} - \tilde{T}_{\tilde{V}_2,\tilde{V}_1} \|_{\mathcal{L}(L^2_{t,x},L^2_{t,x})} = 0 \] (2.214)

and when \( V \in L^{3/2,1} \)
\[ \lim_{\|\pi'\|_{\infty} \to 0} \| T_{\tilde{V}_2,\tilde{V}_1} - \tilde{T}_{\tilde{V}_2,\tilde{V}_1} \|_{\tilde{K}} = 0. \] (2.215)
However, the operator $I - iT_{\tilde{V}_1, \tilde{V}_2}$ is invertible in $L^2(\mathbb{R}^3, \mathbb{R}^2)$. Indeed, its inverse is formally (say, for compactly supported functions in $t$) given by the following formula:

$$(I - iT_{\tilde{V}_1, \tilde{V}_2})^{-1} F(t) = F(t) - i \int_{-\infty}^{t} \tilde{V}_2 e^{i(t-s)\mathcal{H}P_c - \delta(t-s)P_{\pi} \tilde{V}_1 F(s) \, ds.}$$

(2.216)

Due to the Strichartz estimates of Theorem 1.3, this formal inverse actually is in $L^2(\mathbb{R}^3, \mathbb{R}^2)$.

For the same reason, when $V \in L^{3/2,1}$, $I - iT_{\tilde{V}_1, \tilde{V}_2}$ is also invertible in the $\tilde{K}$ algebra of Definition 2.3.

By (2.214), it follows that when $\|\pi\|_\infty$ is small enough $I - iT_{\tilde{V}_1, \tilde{V}_2}$ is also invertible in $L^2(\mathbb{R}^3, \mathbb{R}^2)$, respectively $\tilde{K}$.

Using the invertibility of $I - iT_{\tilde{V}_1, \tilde{V}_2}$ in (2.203) results in

$$\|\tilde{V}_2 \tilde{Z}\|_{L^2_{t,x}} \leq C \|T\tilde{V}_2, I (-i\tilde{F} + \delta_{s=0} \tilde{Z}(0))\|_{L^2_{t,x}}$$

$$\leq C \left( \|\tilde{F}\|_{L^1_{t}L^{6/5,2}_{x}} + \|\tilde{Z}(0)\|_{L^2_{x}} \right),$$

(2.217)

respectively

$$\|\tilde{V}_2 \tilde{Z}\|_{L^1_{t}L^2_{x}} \leq C \|T\tilde{V}_2, I (-i\tilde{F} + \delta_{s=0} \tilde{Z}(0))\|_{L^1_{t}L^2_{x}}$$

$$\leq C \left( \|\tilde{F}\|_{L^1_{t}L^{6/5,1}_{x}} + \|\tilde{Z}(0)\|_{L^6/5,1} \right).$$

(2.218)

Plugging this back into Duhamel’s formula (2.200) leads to the desired estimates.

Finally, we account for the right-hand side term $\partial_t [P_c, \partial_t U(t)U(t)^{-1}] \tilde{Z}$. Property P4 and the structure of $P_c$ (see (2.91) and Lemma 2.11) imply

$$\|\partial_t [P_c, \partial_t U(t)U(t)^{-1}] \tilde{Z}\|_{L^2_{t}L^{6/5,2}_{x}} \leq C \|\pi\|_\infty \|\tilde{Z}\|_{L^2_{t}L^{6/2}_{x}}.$$ 

(2.219)

Thus, the commutator $\partial_t [P_c, \partial_t U(t)U(t)^{-1}] \tilde{Z}$ is controlled by Strichartz inequalities and a fixed point argument in $L^2_{t}L^{6/2}_{x}$, if $\|\pi\|_\infty$ is small.

The same goes in regard to the proof of (1.32), where the commutation term is controlled by P4 and a fixed point argument in $L^1_{t}L^{6,1}_{x}$. □
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Appendix A. Atomic decomposition of Lorentz spaces

Our computations take place in Lebesgue and Sobolev spaces of functions defined on $\mathbb{R}^{3+1}$. This corresponds to three spatial dimensions and one extra dimension that accounts for time.
We denote the Lebesgue norm of $f$ by $\|f\|_p$. The Sobolev norms of integral order $W^{n,p}$ are then defined by
\[
\|f\|_{W^{n,p}} = \left( \sum_{|\alpha| \leq n} \|\partial^\alpha f\|_p^p \right)^{1/p}
\] (A.1)
for $1 \leq p < \infty$ and
\[
\|f\|_{W^{n,\infty}} = \sup_{|\alpha| \leq n} \|\partial^\alpha f\|_\infty.
\] (A.2)
when $p = \infty$. In addition, we consider Sobolev spaces of fractional order, both homogenous and inhomogenous:
\[
\|f\|_{W^{s,p}} = \|langle \nabla \rangle^s f\|_p,
\] respectively
\[
\|f\|_{\dot{W}^{s,p}} = \||\nabla| f\|_p.
\] (A.3)
Here $langle \nabla \rangle^s$ and $|\nabla|^s$ denote Fourier multipliers — multiplication on the Fourier side by $\langle \xi \rangle^s = (1 + |\xi|^2)^{s/2}$ and $|\xi|^s$ respectively.
When $p = 2$, the alternate notation $H^s = W^{s,2}$ or $\dot{H}^s = \dot{W}^{s,2}$ is customary.
In addition, we are naturally led to consider Lorentz spaces. Given a measurable function $f$ on a measure space $(X, \mu)$, consider its distribution function
\[
m(\sigma, f) = \mu(\{x \mid |f(x)| > \sigma\}).
\] (A.4)
Definition A.1. A measurable function $f$ belongs to the Lorentz space $L^{p,q}$ if its decreasing rearrangement $f^*(t) = \inf\{\sigma \mid m(\sigma, f) \leq t\}$ fulfills
\[
\|f\|_{L^{p,q}} = \left( \int_0^\infty (t^{1/p} f^*(t))^q \frac{dt}{t} \right)^{1/q} < \infty
\] (A.6)
or, respectively,
\[
\|f\|_{L^{p,\infty}} = \sup_{0 \leq t < \infty} t^{1/p} f^*(t) < \infty
\] (A.7)
when $q = \infty$.

We list several important properties of Lorentz spaces.

ii) The dual of $L^{p,q}$ is $L^{p',q'}$, where $1/p + 1/p' = 1, 1/q + 1/q' = 1$.
iii) If $q_1 \leq q_2$, then $L^{p,q_1} \subset L^{p,q_2}$.
v) Except when $q = \infty$, the set of bounded compactly supported functions is dense in $L^{p,q}$.

For a more complete enumeration, see [BeLo].

We conclude by proving a lemma concerning the atomic decomposition of Lorentz spaces. In preparation for that, we give the following definition:
Definition A.2. The function $a$ is an $L^p$ atom, $1 \leq p < \infty$, if $a$ is measurable, bounded, its support has finite measure, and $a$ is $L^p$ normalized:

$$\text{ess sup}_x |a(x)| < \infty, \mu(\text{supp} a) < \infty, (\text{ess sup}_x |a(x)|)^p \cdot \mu(\text{supp} a) = 1.$$  \hspace{1cm} (A.8)

Again, note that $a$ is an atom if and only if $|a|$ is one.

We call a sequence lacunary if the quotient between two successive elements is bounded from below by a number greater than one.

**Lemma A.2** (Atomic decomposition of $L^{p,q}$). Consider a measure space $(X, \mu)$. A function $f$ belongs to $L^{p,q}(X)$, $1 \leq p, q < \infty$, if and only if it is a linear combination of $L^p$ atoms

$$f = \sum_{k \in \mathbb{Z}} \alpha_k a_k,$$  \hspace{1cm} (A.9)

where the atoms $a_k$ have disjoint supports of lacunary sizes and $(\alpha_k)_k \in \ell^q(\mathbb{Z})$. Furthermore, $\|f\|_{L^{p,q}} \sim \|\alpha_k\|_{\ell^q}$ and the sum (A.9) converges unconditionally in the $L^{p,q}$ norm.

In the limiting case $L^{p,\infty}$, a similar decomposition exists, but only converges when $f$ is in $L^{p,\infty}$ — the closure within $L^{p,\infty}$ of the set of bounded functions of finite-measure support.

Note that, for $1 < p < \infty$, $L^{p,1}$ is the dual of $L^{p,\infty}$ and $L^{p,\infty}$ is the dual of $L^{p,1}$, but the dual of $L^{p,\infty}$ can be quite complicated.

**Proof.** In one direction, assume that $f \in L^{p,q}$; without loss of generality, we may consider $|f|$ in its stead.

Let $f_k = f^*(2^k)$, for $f^*$ as in (A.3). Since the distribution function is decreasing, by (A.6) one has that

$$\left(\sum_k (2^{(k+1)/p} f_k)^q\right)^{1/q} \geq \|f\|_{L^{p,q}} \geq \left(\sum_k (2^{k/p} f_{k+1})^q\right)^{1/q} \hspace{1cm} (A.10)$$

or, equivalently,

$$2^{1/p} \left(\sum_k (2^{k/p} f_k)^q\right)^{1/q} \geq \|f\|^q_{L^{p,q}} \geq 2^{-1/p} \left(\sum_k (2^{k/p} f_k)^q\right)^{1/q}. \hspace{1cm} (A.11)$$

Thus, $(\sum_k (2^{k/p} f_k)^q)^{1/q}$ is comparable to $\|f\|_{L^{p,q}}$.

Let $B_k = |f|^{-1}([f_k, \infty))$. By definition, $\mu(B_k) \leq 2^k$ and $|f(x)| \geq f_k$ on $B_k$. Observe that if $\mu(B_k) > \mu(B_{k-1})$, then $\mu(B_k) > 2^{k-1}$.

For any $k \in \mathbb{Z}$, let

$$n(k) = \min\{n \mid \mu(B_n \setminus B_k) \geq 2^k\}, \hspace{0.5cm} m(k) = \max\{m \mid \mu(B_k \setminus B_m) \geq 2^{k-1}\},$$  \hspace{1cm} (A.12)

and set $n(k) = +\infty$ or $m(k) = -\infty$ if the sets are empty. Observe that, for $k \leq \ell < n(k)$, $f_\ell = f_k$ and, for $k > \ell \geq m(k)$, $f_\ell = f_{k-1}$.

Define recursively the finite or infinite sequence $(k_\ell)_{\ell \in \mathbb{Z}}$ by

$$k_0 = 1, \hspace{0.5cm} k_{\ell+1} = n(k_\ell) \text{ for } \ell \geq 0, \hspace{0.5cm} \text{and } k_{\ell-1} = m(k_\ell) \text{ for } \ell \leq 0.$$  \hspace{1cm} (A.13)
Then $f_k = f_{k_\ell}$ whenever $k \leq k_\ell < k_\ell + 1$. Since
\[ 2^{-1/p}2^{k_\ell + 1/p} \leq \sum_{k = k_\ell}^{k_\ell + 1 - 1} 2^{k/p} \leq \frac{2^{-1/p}}{1 - 2^{-1/p}} 2^{k_\ell + 1/p}, \quad (A.14) \]
it follows that $(\sum_{\ell}(2^{k_\ell + 1/p}f_{k_\ell})^q)^{1/q}$ is comparable to $\|f\|_{L^p,q}$.

Let $A_\ell = |f|^{-1}(f_{k_\ell}, f_{k_\ell - 1})$. Note that $\mu(A_\ell) \geq 2^{k_\ell - 1}$ by the definition of the $k_\ell$ sequence and also that $\mu(A_\ell) = \mu(B_\ell \setminus B_{\ell - 1}) > 2^{k_\ell - 1} - 2^{k_\ell - 1}$. We infer that $\mu(A_\ell) > 2^{k_\ell - 2}$. On the other hand, $\mu(A_\ell) \leq \mu(B_\ell) \leq 2^{k_\ell}$.

Set
\[ \alpha_\ell = \mu(A_\ell)^{1/p} \operatorname{ess sup}\{|f(x)| \mid x \in A_\ell\}, \]
\[ a_\ell = (\chi_{A_\ell} f)/\alpha_\ell. \quad (A.15) \]
Note that $a_\ell$ is an atom for each $\ell$ and
\[ 2^{k_\ell/p}f_{k_\ell - 1} > \alpha_\ell > 2^{(k_\ell - 2)p} f_{k_\ell}. \quad (A.16) \]
In particular,
\[ \sum_\ell \alpha_\ell^q < \sum_\ell 2^{k_\ell/p} f_{k_\ell - 1} \leq C\|f\|_{L^p,q}, \quad (A.17) \]
so $\|\alpha_k\|_{\ell^q} \leq C\|f\|_{L^p,q}$.

In order to establish the converse, consider
\[ f = \sum_{k \in \mathbb{Z}} \alpha_k a_k, \quad (A.18) \]
where $a_k$ are $L^p$ atoms of disjoint supports of size $2^k$ and only finitely many of the coefficients $\alpha_k$ are nonzero. One needs to show that
\[ \|f\|_{L^p,q} \leq C\|\alpha_k\|_{\ell^q}, \quad (A.19) \]
with a constant that does not depend on the number of terms.

Observe that each atom $a_k$ has ess sup $|a_k(x)| = 2^{-k/p}$. Since the measures of supports of atoms $a_k$, for $k < k_0$, add up to at most $2^{k_0}$, it follows by the definition of the distribution function that
\[ f^*(2^{k_0}) = \operatorname{ess sup}_{k \geq k_0} \sup_{x \in X} |\alpha_k a_k(x)| = \sup_{k \geq k_0} 2^{-k/p}|\alpha_k|. \quad (A.20) \]

Then, the integral that appears in the definition [A.6] can be bounded by
\[ \int_0^\infty (t^{1/p}f^*(t))^q \frac{dt}{t} \leq \sum_{k_0 \in \mathbb{Z}} (2^{k_0/q/p}(\sup_{k \geq k_0} 2^{-k/p}|\alpha_k|))^q \leq \sum_{k \in \mathbb{Z}} (\sum_{k_0 \leq k} 2^{k_0/q/p}) 2^{-k/q/p}|\alpha_k|^q \]
\[ = \frac{2^{q/p}}{2^{q/p} - 1} \sum_{k \in \mathbb{Z}} |\alpha_k|^q. \quad (A.21) \]

It follows that $\|f\|_{L^p,q}$ is indeed finite and fulfills [A.19]. The unconditional convergence of $\sum_k |\alpha_k|^q$ implies the unconditional convergence of $\sum \alpha_k a_k$. 

This proof of the converse easily generalizes to the case when the atom sizes are only in the order of, not precisely equal to, $2^k$, as well as to the case when there are at most some fixed number of atoms of each dyadic size instead of just one (in particular, to the case of a lacunary sequence).

A characterization of $L^{p,\infty}$ is given by (A.7) or, equivalently,

$$L^{p,\infty} = \{ f \mid \sup_t t^p \mu(\{ x \mid |f(x)| > t \}) < \infty \}. \quad \text{(A.22)}$$

Next, we characterize $L^{p,\infty}_0$, the closure in $L^{p,\infty}$ of the set of bounded functions of finite support, in a similar manner.

**Proposition A.3.** For $1 \leq p < \infty$, $L^{p,\infty}_0 \subset L^{p,\infty}$ is characterized by

$$L^{p,\infty}_0 = \{ f \in L^{p,\infty} \mid \lim_{t \to \infty} t^p \mu(\{ x \mid |f(x)| > t \}) = 0, \lim_{t \to 0} t^p \mu(\{ x \mid |f(x)| > t \}) = 0 \}. \quad \text{(A.23)}$$

**Proof.** If $f \in L^p$, then

$$\int_0^\infty t^p \mu(\{ x \mid |f(x)| > t \}) < \infty,$$

implying (A.23). Since $L^p$ is dense in $L^{p,\infty}_0$, the same follows for $L^{p,\infty}_0$.

Conversely, (A.23) implies that $f$ can be approximated by

$$f_n(x) = f(x)\chi_{\{ x \mid 1/n < |f(x)| < n \}}(x) \quad \text{(A.25)}$$

and $f_n$ are bounded and of compact support. \qed

**Appendix B. Real interpolation**

Our presentation of interpolation follows Bergh–Löfström, [BeLö], and is included only for the sake of completeness. The reader is advised to consult this reference work for a much more detailed exposition.

For any couple of Banach spaces $(A_0, A_1)$, contained within a wider space $X$, their intersection, $A_0 \cap A_1$, and their sum

$$A_0 + A_1 = \{ x \in X \mid x = a_0 + a_1, a_0 \in A_0, a_1 \in A_1 \} \quad \text{(B.1)}$$

give rise to two potentially new Banach spaces.

Given a couple of Banach spaces $(A_0, A_1)$ as above, define the so-called $K$ functional — method due to Peetre — on $A_0 + A_1$ by

$$K(t, a) = \inf_{a = a_0 + a_1} (\|a_0\|_{A_0} + t\|a_1\|_{A_1}). \quad \text{(B.2)}$$

**Definition B.1.** For $0 \leq \theta \leq 1$, $1 \leq q \leq \infty$, the interpolation space $(A_0, A_1)_{\theta,q} = A_{\theta,q}$ is the set of elements $f \in A_0 + A_1$ whose norm

$$\|f\|_{A_{\theta,q}} = \left( \int_0^\infty (t^{-\theta} K(t, f))^q \frac{dt}{t} \right)^{1/q} \quad \text{(B.3)}$$

is finite.
(A_0, A_1)_{θ, q} is an exact interpolation space of exponent θ between A_0 and A_1, meaning that it satisfies the following defining property:

**Theorem B.1.** Let T be a bounded linear mapping between two pairs of Banach spaces (A_0, A_1) and (B_0, B_1), i.e.

\[ \|Tf\|_{B_j} \leq M_j\|f\|_{A_j}, \ j = 0, 1. \]  

(B.4)

Then

\[ \|Tf\|_{(B_0, B_1)_{θ, q}} \leq M_0^{1−θ}M_1^θ\|f\|_{(A_0, A_1)_{θ, q}}. \]  

(B.5)

For two couples of Banach spaces, (A_0(1), A_1(1)) and (A_0(2), A_1(2)),

\[ (A_0(1) \times A_0(2), A_1(1) \times A_1(2))_{θ, q} = (A_0(1), A_1(1))_{θ,q} \times (A_0(2), A_1(2))_{θ,q}. \]  

(B.6)

The following multilinear interpolation theorem is due to Lions–Peetre:

**Theorem B.2.** Assume that T is a bilinear mapping from \((A_0^{(j)} \times A_1^{(j)})\) to \(B^j\) for \(j = 0, 1\) and

\[ \|T(a^{(1)}, a^{(2)})\|_{B_j} \leq M_j\|a^{(1)}\|_{A_j^{(1)}}\|a^{(2)}\|_{A_j^{(2)}}. \]  

Then

\[ \|T(a^{(1)}, a^{(2)})\|_{(B_0, B_1)_{θ, q}} \leq C\|a^{(1)}\|_{(A_0(1), A_1(1))_{θ,q_1}}\|a^{(2)}\|_{(A_0(2), A_1(2))_{θ,q_2}}, \]  

if \(0 < θ < 1, \ 1/q_1 − 1 = (1/q_1 − 1) + (1/q_2 − 1), 1 ≤ q ≤ ∞. \]

Another bilinear real interpolation theorem is the following (see \[\text{BeL}_3\], Section 3.13.5(b)):

**Theorem B.3.** Let \(A_0, A_1, B_0, B_1, C_0,\) and \(C_1\) be Banach spaces, and assume that the bilinear operator T is bounded as follows:

\[ T : A_0 × B_0 \rightarrow C_0, \ T : A_0 × B_1 \rightarrow C_1, \ T : A_1 × B_0 \rightarrow C_1. \]  

(B.9)

If \(0 < θ_0, θ_1 < θ < 1, 1 ≤ a, b, r ≤ ∞\) and \(1 ≤ \frac{1}{r} + \frac{1}{r'} < 1\), \(θ = θ_0 + θ_1\), then

\[ T : (A_0, A_1)_{θ_1,r} \times (B_0, B_1)_{θ_2,r} \rightarrow (C_0, C_1)_{θ,r}. \]  

(B.10)

Below we list the results of real interpolation in some standard situations:

**Proposition B.4.** Let \(L^p\) be the Lebesgue spaces defined over a measure space \((X, μ)\) and \(L^{p,q}\) be Lorentz spaces over the same. Then

1. \((L^{p_0,q_0}, L^{p_1,q_1})_{θ,q} = L^{p,q},\) for \(p_0, p_1, q_0, q_1 \in (0, ∞), \ p_0 \neq p_1, \ 1/p = (1−θ)/p_0 + θ/p_1, \ 0 < θ < 1.\)

2. For a Banach space \(A,\) define the weighted spaces of sequences (homogenous and inhomogenous, respectively)

\[ \ell^q_θ(A) = \left\{ (a_n)_{n∈Z} \mid \|(a_n)\|_{\ell^q_θ(A)} = \left( \sum_{n=−∞}^{∞} (2^{θn}\|a_n\|_A)^q \right)^{1/q} < ∞ \right\} \]  

(B.11)

\[ \ell^q_θ(A) = \left\{ (a_n)_{n∈N} \mid \|(a_n)\|_{\ell^q_θ(A)} = \left( \sum_{n=0}^{∞} (2^{θn}\|a_n\|_A)^q \right)^{1/q} < ∞ \right\}. \]
Then
\begin{align}
(\hat{\rho}_s^0(A_0), \hat{\rho}_s^1(A_1))_{\theta,q} &= \hat{\rho}^q_s((A_0, A_1)_{\theta,q}), \\
(\hat{\rho}_s^0(A_0), \hat{\rho}_s^1(A_1))_{\theta,q} &= \hat{\rho}^q_s((A_0, A_1)_{\theta,q}),
\end{align}

where $0 < q_0, q_1 < \infty$, $s = (1 - \theta)s_0 + \theta s_1$, $1/q = (1 - \theta)/q_0 + \theta/q_1$, $0 < \theta < 1$.

3. $(L^{p_0}(A_0), L^{p_1}(A_1))_{\theta,p} = L^{p}((A_0, A_1)_{\theta,p})$, for $1/p = (1 - \theta)/p_0 + \theta/p_1$.

Again, the reader is referred to [BeL1] for the proofs and for more details.

Finally, real interpolation yields a short proof of sharpened Young’s and Hölder’s inequalities that we use throughout the paper:

**Proposition B.5.** Assume that $f \in L^{p_1,q_1}$ and $g \in L^{p_2,q_2}$, $1 \leq p_1, q_1, p_2, q_2 < \infty$. If $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$, $\frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2}$, $1 < p_1, p_2 < \infty$, then $f g \in L^{p,q}$.

\[\text{If } \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} - 1 \text{ and } 1 < p_1, p_2 < \infty, \text{ then } f * g \in L^{p,q}.\]

**Proof.** Interpolate by Theorem [B.3] between
\[
\|fg\|_{L^{\infty}} \leq \|f\|_{L^{\infty}} \|g\|_{L^{\infty}}, \quad \|fg\|_{L^1} \leq \|f\|_{L^1} \|g\|_{L^1}, \quad \text{and} \quad \|fg\|_{L^1} \leq \|f\|_{L^1} \|g\|_{L^{\infty}},
\]
with interpolation exponents $\theta_0 = \frac{1}{p_1}$, $\theta_1 = \frac{1}{p_2}$, $\theta = \frac{1}{p}$, $ar = q_1$, $br = q_2$, and $r = q$. We obtain that $fg \in L^{p,q}$.

Concerning Young’s inequality, interpolate by Theorem [B.3] between
\[
\|f * g\|_{L^1} \leq \|f\|_{L^1} \|g\|_{L^1}, \quad \|f * g\|_{L^{\infty}} \leq \|f\|_{L^{\infty}} \|g\|_{L^1}, \quad \text{and} \quad \|f * g\|_{L^1} \leq \|f\|_{L^1} \|g\|_{L^{\infty}},
\]
with interpolation exponents $\theta_0 = 1 - \frac{1}{p_1}$, $\theta_1 = 1 - \frac{1}{p_2}$, $\theta = 2 - \frac{1}{p_1} - \frac{1}{p_2} = 1 - \frac{1}{p}$, $ar = q_1$, $br = q_2$, and $r = q$. We obtain exactly that $f * g \in L^{p,q}$. \(\square\)
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