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DISPERSIVE ESTIMATES IN R?* WITH THRESHOLD
EIGENSTATES AND RESONANCES

MARIUS BECEANU

ABSTRACT. We prove dispersive estimates in R?® for the Schrédinger
evolution generated by the Hamiltonian H = —A + V, under optimal
decay conditions on V, in the presence of zero energy eigenstates and
resonances.
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1. INTRODUCTION

1.1. Classification of exceptional Hamiltonians. Consider a Hamilton-
ian of the form H = —A+V, where V is a real-valued scalar potential on R3.

We assume V e L% < L32 which is the predual of weak-L? and a
Lorentz space, L3/21 < L3/27¢ ~ L3/2%¢. for its definition and properties
see [BeLd]. By [Sim] this is sufficient to guarantee the self-adjointness of
H=-A+V.

Let Ro(A\) := (=A — X)~! be the free resolvent corresponding to the
free evolution e~™* and let Ry ()\) := (—A + V — A)~! be the perturbed
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2 MARIUS BECEANU

resolvent corresponding to the perturbed evolution e®. Explicitly, in three
dimensions and for Im A > 0,

) 1 ei)‘|m7y|
Ro((A +10)7)(z,y) (1.1)
It will be shown below that under reasonable assumptions H has only
finitely many negative eigenvalues. Then the Schrédinger evolution re-
stricted to the continuous spectrum [0, 00) has the representation formula

Cdm eyl

0
M P, — lim i j e (Ry (n + ie) — Ry (n — i€)) dn.
e—0 271 0

By the work of Ionescu—Jerison [loJe] and Goldberg—Schlag [GoScl], it is
known that, when V' e L2, Ry (A +i0) is uniformly bounded in B(L%°%, L9)
on any interval A € [eg, 00), €g > 0, and has no singularities in [0, o) except
potentially at A = 0.

Observe that Ry = (I + RoV) 'Ry, so Ry has a singularity at zero
precisely when I + Ry(0)V, which is compact, is not invertible.

We denote the null space of I + Ry(0)V by M:

M= {peL®| ¢+ Ry(0)V = 0}.

If M # @ we say that H is of exceptional type, while if M = & we say that
H is of generic type.

The sesquilinear form —(u, Vv) is an inner product on M, see Lemma
This pairing is well-defined when V € L3/21 because u,v € L3 ~ L®
by Lemma 211

Let £ := M n L? and P, be the orthogonal L? projection onto £. In
Lemma 2.3 we provide a characterization of £ and show that codima & < 1.

The set £ := £ n L' also plays a special part in the proof. In Lemma 2.5
we give a characterization of £ and prove that codimg & < 12.

A function ¢ € M\E is called a zero energy resonance of H. Following
[JeKal and [Yajl], we classify exceptional Hamiltonians H as follows:

1. H is of exceptional type of the first kind if it has a zero energy resonance,
but no zero energy eigenfunctions: {0} =& < M.

2. H is of exceptional type of the second kind if it has zero energy eigen-
functions, but no zero energy resonance: {0} < & = M.

3. H is of exceptional type of the third kind if it has both resonances and
eigenfunctions at zero energy: {0} < &€ & M.

1.2. Main result. When H is of exceptional type of the first kind, we let
the canonical resonance be ¢ € M such that (V,¢) > 0 and —{(¢, V) =1
(one can make these choices by Lemma 2.3 and Lemma [2.2] respectively).
Using the canonical resonance ¢(z), we define a constant a and a function
Gi(x) by
4mi il
0= o Gl@) = ¢ o(a).
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We also define a function u:(z) by

1 T il0z|?
pe(x) = Tl O(e 1w —e 2 )df.

Let the operators R(t) and S(t) be given by

i37r

R(t) = " Cl) @),
—i3r 12
S(t) :_eﬁ(—zpw v p + e )‘x8 Yy py 4 py 2=yl - y‘m(y)).
(1.2)
Note that

|R(@)ull e + S (t)ul o < ¢ 2 ull .

Proposition 1.1 (Main result). Assume that (x)*V € L**' and that H =
—A + V is exceptional of the first kind. Then for 1 < p < 3/2 and any
we L? N LP

e "M Py = Z(t)u+ R(t)u, |Z(t)u],, < 26 IF e,

+ L = 1. Purthermore, assuming only that

where p' is the dual exponent % 5

Ve L1 for3/2 <p <2
He*itHPcuHLp/ < tiﬁ(_i |u] e, HeiitHPCUHL&oo < t71/2HUHL3/2,1.

Assume that (x)*V e L¥?' and that H = —A + V is exceptional of the
second or third kind. Then for 1 < p < 3/2 and any uw e L?> n LP

e~ P = Z(tu+ R(Hu + SO, |20l <t 35 P fulpe,  (13)

where R(t) is missing if H is an exceptional Hamiltonian of the second kind.
In the case when all the zero energy eigenfunctions of H are in L', one
can omit S(t) from (1.3).
Assume that (x)*V € L3> and that H = —A + 'V is exceptional of the
second or third kind. Then for 3/2 <p <2

H —itH p u”LP' < t—a(—_ ”u”Lp, He_itHPcu”L?,,oo < t—l/2||u||L3/2,1.

Note that, in terms of powers of x, the decay conditions on the potential
correspond to |V| < (x)727, |V| < {x)™*7, and |V| < (x)~6~.

Also note that these decay estimates also imply a certain range of Strichartz
estimates.

The rest of the paper is dedicated to proving this main result, which is a
combination of Propositions 2.13] 2151 2.18] and For brevity, we omit
the proof in case H is an exceptional Hamiltonian of the second kind, which
is similar to the case when H is exceptional of the third kind.



4 MARIUS BECEANU

1.3. History of the problem. We study solutions to the linear Schrédinger
equation in R3 with potential

10w + Au—Vu =0, u(0) given.

By the RAGE theorem, every solution is the sum of a bound and a scat-
tering component. The quantitative study of scattering states began with
Rauch [Rau], who proved that if H = —A + gV, g € C, with exponentially
decaying V, then e P, has a local decay rate of t~%/2, with at most a dis-
crete set of exceptional ¢ for which the decay rate is t—'/2. Here P, is the
projection on the space of scattering solutions.

Threshold estimates in the presence of eigenvalues and resonances go back
to the work of Jensen—Kato [JeKa], who obtained an asymptotic expansion
of the resolvent R(¢) = (H — ¢)~ ! into

R(¢) = —('B_y —i¢Y*B_y + By +i¢"?By + ...

and similar ones for the spectral density and the S-matrix. The condition
imposed on the potential was polynomial decay at infinity of the form (1 +
|2|°)V () € L¥*(R?), B > 2.

The possible singularities in this expansion are due to the presence of
resonances or eigenstates at zero. B_, is the L? orthogonal projection on
the zero eigenspace, while B_; is given by

|z —y|?

B_1=RV———""VF-9¢R® 0,
247

where ¢ is the canonical zero resonance, see above.
Jensen—Kato also obtained an asymptotic expansion for the evolution
e™ P, in two cases: if zero is a regular point, then

e P, — —(4mi) V2732 By + o(t73/?)
and if there is only a resonance ¢ at zero then
e P, = (mi) PP ¢ + o(t™?).

Murata [Mur] extended these results by obtaining an asymptotic expan-
sion to any order, for a more general evolution, with or without singular
points, and then proving that each term in the expansion is degenerate.
Murata’s expansion and proof are valid in weighted L? spaces.

Erdogan—Schlag [ErScl] obtained an asymptotic expansion of the evolu-
tion e?# P, in the pointwise L!-to-L* setting using the Jensen-Nenciu [JeNe]
lemma. The condition assumed for the potential was that |V (z)| < (x)~127.
The same method works in the case of nonselfadjoint Hamiltonians, see
[ExrSc2], of the form

H— —A+M+V1 Vs
o —V2 A—,u—Vl ’

assuming that |Vi(z)| + |Va(z)| < (x)~107.
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At the same time, Yajima [Yajl] proved a similar expansion for generic
Hamiltonians H = —A + V if |V (z)| < {x)~27¢, for singular Hamiltonians
of the first kind when |V (z)| < (z)~%27¢, and of the second and third kind
when |V (z)| < {x)~'"/27¢. His main result stated the following;

Theorem 1.2 (Theorem 1.3, [YajI]). (1) Let V satisfy |V (z)| < Clx)™?
for some 8 > 5/2. Suppose that H is of generic type. Then, for any
1<q¢<2<p<owsuchthat 1/p+1/q=1,

. 1
le=*H Poul, < Cpt 2@~ |uly,u e L? A L. (1.4)

(2) Let V satisfy |V (z)| < C{x)™? for some B > 11/2. Suppose that H is

of exceptional type. Then the following statements are satisfied:

a) Estimate (1.7) holds when p and q are restricted to 3/2 < ¢ <2 <p <3
and 1/p+1/q = 1.

b) Estimate (1.4) holds when p = 3 and q = 3/2 provided that L? and L3/2
are respectively replaced by Lorentz spaces L»® and L33,

c) When 3 <p < w0 and 1 < g < 3/2 are such that 1/p + 1/q = 1, there
exists a constant Cpq such that for any u e L?> N LY,

. _q(l_1
[(e=™ P — R(t) — S())ulp < Cpgt 27 ul,.

If H is of exceptional type of the first kind, statement (2) holds under
a weaker decay condition |V (z)| < C{x)™P with > 9/2.

However, note that due to a mistake in the proof the requirement 5 > 11/2
should be replaced by 8 > 8.

When the zero energy eigenfunctions ¢, of H have enough decay, both
R(t) and S(t) can be taken to be zero. Indeed, in [Gol3] Goldberg showed
that if V e L3/27¢ ~ L3/2%€ and the zero energy eigenfunctions are in L' then
le=™ Pou|po < t73/2|u| 1. We retrieve a similar result in our context.

Some of our results for exceptional potentials of the first kind hold under
the same decay assumption as those for generic potentials: V e L3/21.
A similar fact was also recently noticed by Egorova—Kopylova—Marchenko—
Teschl [EKMT] in dimension one.

Several results [JSS] [GoSc2] [Goll] [BeGol] address the issue of pointwise
decay in the case of generic Hamiltonians — for L%27¢ n L3/2t¢ potentials
in [Goll] and Kato-class potentials in [BeGol].

Results obtained in other dimensions include [CCV], [EKMT], [EGGI,
[ExrGrl], [ExGr2], [ErGr3], [ExGrd], [Gol2], |[GoGrl], [GoGr2], [Gre], and [Sch].

The current result, Theorem [T represents an improvement on [Yajl],
by half a power of potential decay for exceptional Hamiltonians of the first
kind. We expect the rate of potential decay from Theorem [T to be optimal
for this sort of result.

The same considerations apply in the case of exceptional Hamiltonians of
the second and third kind, also leading to similar improved results. These
will constitute the subject of a separate paper.
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Below we mostly follow the scheme of Yajima’s proof in [Yajl], making the
changes from Holder spaces to Wiener spaces needed to improve the result.
The proof method that we use here is the same as in [Bec| and [BeGol].

2. PROOF OF THE STATEMENTS

2.1. Notations. We denote by LP the usual Lebesgue spaces and by LPY,
1 < p,q < o, the Lorentz spaces. Note here that LPP = LP, LP% is weak-
LP and LP% < LP% for g1 < go. For the definition and further properties
see [Bel.d].

Let Sobolev spaces be WP s € R, 1 < p < o and denote weighted
Lebesgue spaces by f(z)LP = {f(z)g(x) | g € LP}.

Fix the Fourier transform to

fie) = | e s@yde. fla) = 2m | e pie)as

Let Ro(A) := (—A—X)"! and for A € R Rya(A) := +(Ro(A+140) — Ro(A—10)).
Concerning the Fourier transform, resolvents, and the free evolution, note
that with our definitions

™0 = (Rga(N)” (£); Roa(A) = (¢0)", A eR;
iRo(A) = (X[0,00) (£)€™12) " (X), Im A < 0.

Likewise let Ry ()\) := (A +V — X)L
Also, let

% x4 be the characteristic function of the set A;

* M be the space of finite-mass Borel measures on R;

* 0, denote Dirac’s measure at x;

* (@) = (14 [22)7;

B(X,Y) be the Banach space of bounded operators from X to Y and
B(X) be the Banach space of bounded operators from X to itself;
C' be any constant (not always the same throughout the paper);
a < b mean |a] < Cbl;

S be the Schwartz space;

u ® v mean the rank-one operator (-, vyu;

K (z,y) denote the operator having K(z,y) as integral kernel.

For a potential V', let V; = |V|Y2 and V5 = |[V|/2sgn V.

*

* % K ¥ ¥

2.2. Auxiliary results. Recall that M is the kernel of I + Ry(0)V in L*.

Lemma 2.1. Let V € L3?'; then M < L¥®. Conversely, any ¢ € L>®
that satisfies the equation ¢ + Ro(0)V ¢ = 0 must be in L™, hence in M.
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Proof of Lemma 2. Let V. = V! 4+ V2, where V! is smooth of compact
support and |V2| ;321 << 1. Then, if ¢ solves the equation,

¢ = —(I + Ro(0)V*) ' Ro(0)V'o
[ee}
=~ (2 DR ROV ) Ro(0)V 6.
k=0
where the inverse is the sum of a Neumann series, thus bounded on L3®
and on L%®.
If g€ L®, then V1'¢ e L', hence Ry(0)V'¢p e L3®, so ¢ € L3®,
If ¢ € L>*, then V¢ e L3?! hence Ry(0)V'p e L®, so ¢ € L”. O

Lemma 2.2. The quadratic form —(u,Vv) is an inner product on M.

Proof. Suppose u, v € M. By the definition of M, observe that —(u, Vv) =
(u, —Av), where u € L>* A L® by LemmaZIland —Av = Vv e L' n L3/?1,
Thus the pairing is well-defined.
Furthermore, Vu = VRy(0)Vu € L3?>® A L»® < L? and same for Vo,
so their pairing is also well-defined and we can write (u, —Av) = (Vu, Vo).
This expression is positively defined because, setting u = v, (Vu, Vu) = 0
implies that u is constant, hence, in view of the fact that v € L>* by Lemma
21 u = 0. O
Recall that £ = M n L2
Lemma 2.3. Assume thatV € L3/%'. Then, for any ¢ € M, ¢(z) € (x) 'L*.
%4
Assume that V e L' ~ L3%'. Then, for any ¢ € M, ¢(z) — <f7|a:\>
T
|| L L3 A 2| TP L® < L2 Thus ¢ € M is in & if and only if {¢,V) = 0;
thus codimpg € < 1. Also, € < (x)y™2L™.

€

Proof of LemmalZ3. First, assume that V e L¥2%!. Rewrite the eigenfunc-
tion equation

o(x) = 1] L vy)ew) dy

dn R? [ — Y|
as

1 |z — |z —y| 1
— Lid BN ol 1 dy = —— dy—
lzlo(z) + o szR P— Vyllyle(y) dy = -~ - V(y)é(y) dy

1 2| — |z — y
A Jy<r |z =yl

Note that ||z — |z — y|| < [y| and limpg—.o | X|z>r(2)V ()] 1321 = 0. Then,
for sufficiently large R we can invert

e L[ =l
Bo)) = o)+ g | AV @) dy

as an operator in B(L®). Since ¢(y) € L»* n L®, the right-hand side is in
L*, so we obtain that |z|¢(x) € L™.

V(y)é(y) dy.
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Next, assume that V e L' ~ L?/2!. Start from

A S A
() (52 ) Vo

drlx|  Am Jps

o Ly ) ay

Amlz| Jps |z -yl
IV »)lley)]
Amlz| Jgs |z —yl
¢ e(x)'L® and V e L' n L3/ this expression is in |z| ' L® A |z| 1 L3* <
(xy L3 < L2
Since whenever (¢, V) # 0 <¢’V> ¢ L2, it follows that it is necessary and

sufficient for ¢ to be in L? that <¢, Vy=0.

The space & is then the kernel of the rank-one map ¢ — (¢, V) from M
to C, so it has codimension at most 1.

Finally, we already know that &€ =« M < (2)"'L®. The eigenfunction
equation for a function ¢ € £, for which (¢, V') = 0, can be written as

_ Lzl = ey

which is bounded in absolute value by dy. Since

We further rewrite it as

x| — |z —y|)?
oo+ g [ S wRew dy -

x| — |z —y|)?
_ L uﬂ—u—ym«www@r~ij el =le = D"y ) 6(1) ay.
R3 lyl<R

47 47 |z — y|
The right-hand side is in L™ and for sufficiently large R the left-hand side
is invertible, as above. This shows that |z|?¢(z) € L*®. O

We can continue the asymptotic expansion of eigenfunctions to any order,
but first we need the following lemma.

Lemma 2.4. For z, y € R?

1 < 1wy lyl?
_— —+—>‘$7 (2.1)
‘Iw—yl = [xf? |[*|z -y
and ) ) 5
1 1 T 3(x
’ _<_+_yg+|y|3_ (y;)‘g 3Iyl 22
=yl Nz [z 20z 2] |23z -y
More generally, it seems to be the case (one can prove by induction) that
N+1
d* lyl
Y| S TR
‘|w+y| Z Ix— | |z N+ |z — y|
Proof of Lemma[2.4) Indeed, we start from
2z 2
(fef? + 2y + [yf2)V2 — (12?2 = —220 WP (a3

[z +yl+ | fo+yl+ |2
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Then
’ ‘7’xy\fc| \x+y\)‘<w
\$+y\+\f€| [l V(e +y[+ [zl ~ o]
Therefore
zy| _ |yl
e+ ol —lel = o] < (2.4)
Consequently

LY
==y —eylo—s| < ol lr—yl Lo+ T+ (el lr—yD] < Iyl

Dividing by |z|?|z — y| we obtain (2.]).
We next perform a more detailed analysis of the same inequality. In (2.3]),

by 2.4)

ry(lz] — |z +y) ‘ ‘:Ey (=] —lz+yl) 2yl —|z+yl)
(= + ol + D] * 2|<L"|3 IR 2|?

B+ )
2P NER

Furthermore, also in (2.3)),

ly|? WP _ Iyl
|z +y[+[z] 2]~ |$|2
Therefore
zy P (wy)?) _ |y
R [ty AT < 2L 2.5
AR I R e R (25)
By (24]) and (X)) we then obtain ([2.2]). O

We can now establish the asymptotic expansion of eigenfunctions.

Lemma 2.5. Assume that V € L' n L3211 Let ¢ € £ be a zero energy
etgenfunction of H. Then

3
Tk _
z)— Y (Ve yk>—|x|3 € 2| "2(L>* A L®).
k=1

Further assume that V € (x)"'L* n L3>1. Then

3
z< 6. = D) @Voanan) (5 — ) €lel LA L),

3 5
e 2P 2]

In particular, ¢ € € is in L' if and only if (Vo,yry = 0 and V¢, yrye) = 0
for1 <k, 0<3.
Let & := €& n L'. Then codimg & < 12
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Proof of Lemma 2.0 We start from the eigenfunction equation
1 1
o) =3 | Ve .

A R3 |z =yl
Recall that (¢,V) = 0. Using (2.I) we obtain that

3
Tk 1 W2V ()llo(y)] dy
— S Tk | < 2 .
‘(b(x) k=1< é’yk>|w\3’< |2|2 JR3 |z — y|

Since ¢ € (x)"2L® and V € L' L% the right-hand side is in || ~2(L3*
L™).
Using (2.2) we obtain instead that

3 3 3
\¢<x>—2<¢v, ywé—"f;},— > @V, ykyz>< O 3%“)’ < # JRB IV @)liew)ldy.
k=1

9 3 9,5 _
e s 2] [~y

Since ¢ € (x)2L® and V e (x)"'L' n L3?! the right-hand side is in
|z| 73 (L3 ~ L%).

These estimates matter only in the region {z : |z| = 1}, since near zero ¢ €
L® c L'({|z| < 1}). As|z| L3 < LY({|z| = 1}) and 2, Skt 3Tee ¢ [

[z 2[z[3 2]
are linearly independent, it follows that ¢ € € is in L' if and only if all the
coefficients (V' ¢, yxy and (V ¢, yrys) are zero.
Then & is the kernel of a rank-12 map ¢ — ((&V, yr),{dV, yrye)) from &
to C'2, so codimg & < 12. O

2.3. Wiener spaces.

Definition 2.1. For a Banach lattice X, let the space Vx consist of kernels
T(z,y,0) such that, for each pair (z,y), T(z,y,0) is a finite measure in o
on R and

MID)(ap) = | dTGp.0)
is an X-bounded operator.

Vx is an algebra under

(Tl * TQ)(.Z',Z,O') = le(‘T7y7p)T2<y7Z7U - p) dde

Elements of Vx have Fourier transforms

~

T,y A) = f N dT(2,y,0)
R

which are uniformly X-bounded operators, T'()) € LY B(X), and, for every
AeR, TI(N)T2(A) = (Th = T2)" (A).

The space Vx contains elements of the form do(c)T'(z,y), whose Fourier
transform is constantly the operator T'(z,y) € B(X). In particular, rank-one
operators dg(0)o(r) ®1(y) are in Vx when ¢ € X*, ¢ € X. More generally,
f(o)T(xz,y) € Vx if fe L' and T € B(X).
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Moreover, for two Banach lattices X and Y of functions on R3, we also
define the space Vx y of kernels T'(z, y, o) such that M (T')(z,y) is a bounded
operator from X to Y. The category of such operators forms an algebroid,
in the sense that

1Ty # Tallvy , < [Tallvy 2 [ T2llvx.y-
For example, note that (Ro((A + i0)?))" € Visea o 0 Vi pseo and
(OARo((A +140)?))" € V1 1. Indeed, the Fourier transform in A is
(Ro((A +10)*))" (0)(z,y) = (470) 84—y (0),
1

so M((Ro((A+1i0)*))") = e pe—
B(L', L3%).

Likewise, (0xRo((A+i0)))" (0)(x,y) = (47)Lib|,_y(0), so M((OrRo((A+
i0)*))") = (47r) "1 ® 1, which is in B(L', L®).

A space that will repeatedly intervene in computations is

Deﬁm’tion 2.2. W= {L | LY € VL3/2,2 N VL3,2, (0)\L)V € VL3/272,L372}‘

. Clearly is in B(L3/?', L®) n

1
4|z — y|

This space has the algebra property that L1, Lo € W == Ly(\)La(\) € W.
The following technical lemma will be useful:

Lemma 2.6 (Fourier transforms).

(=) ) = =
(i) ) =T
M((Ro((s + z'of) — R0(0)>A> _ 1Ai1’
M((&SRO((S + iOf) - Ro(0)>A> _ |:v8—7ry|;
M<<Ro((8+10)2) ;Ro(o) —iS%>A> _ Iwg—ﬂy\;
M<<aSRO((s+z'0)2) ;RO(O) —z‘s%>A> _ |:E2:lﬂg-4|2'

Proof. Let a > 0. Observe that the Fourier transform of e**® in X is §4(t).

Then N
el a __ 1 _ f{l el}\b db
A 0 ’

ez)\a — 1\ A
SO ( B ) = X[0,a](A)- Also

db,

ei)\a_l_i)\a B fa ei)\b_l
A2 D
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e — 1 — jhay A
SO (T) = (a— t)X[O,a] (t).

is|lex—

Note that Ro((s + i0)?) = prap— has the Fourier transform —Z7mt=rr.

Thus ‘
ezs|mfy| )/\ o 5|mfy|(o-)

SN\2\A _
Ro((s +10)7)" = (47T|a:—y\ Atz —y|

Integrating the absolute value in ¢ we obtain

drlz —y|
R 0)2) — R (0 iX[0,|z—y] (@
Likewise, < o((s +10)7) o )>A _ X0 ol ) Integrating the ab-
s 4|z — y|
. 1 1®1
solute value in ¢ we get — = ——.
47 a7

Ro((s +i0)*) — Ro(O)) "

The Fourier transform of the derivative is <05
s

10 _yn(o —
X[()’|x—yl](). Integrating in ¢ we obtain |2 y\.
Az — y| 81
Next,
<R0((s +i0)2) — Ry(0) —isl ® 1) A (em—y —1—is|z — y|)A
s2 B Ams?|x — y|

(=9~ opogile) O

Ar|z — y|

x [e—
Integrating in o we obtain | y|

T
The Fourier transform of the derivative is

(a Ro((s +10)*) = Ro(0) —is1® 1>A _ oz =yl = )Xo, ey (7)
? 2 B Ar|z — y| '

S

2
x —
Integrating in o we obtain | y .

O

2.4. Regular points and regular Hamiltonians. Before examining the
possible singularity at zero, we study what happens at regular points in the
spectrum.

Recall the notation Vi = |[V|"2 and V5 = |V|"/2sgn V. The following two
properties play an important part in the study:

Va () V3 ~ .

Lemma 2.7. Let T(x,y,p) := %541,_“@), s0 T(\) = VaRo((A+ i0)2) V7.

C1. limp o [Xp=r(P)T(P) |V 50V, 52 = 0.

C2. For some N =1 lime_o [TV (p + ¢) — TN(/))HVLS/Q,2 V3, =0

Here the powers of T" mean repeated convolution. We refer the reader to
similar properties that appear in the proof of Theorem 5 in [BeGoll.
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Proof of Lemma [2.7. Suppose V; and V, are bounded functions with com-
pact support in B(0, D). It follows that for R > 2D x(¢t/R)T'(t) = 0, so in
particular HXt?RT”VLg/z,zﬂVLS,z — 0 as R — o0, and property C1 is preserved
by taking the limit of V4 and V5 in L32.

Next, fix p € (1,4/3] and assume that V; and V, are bounded and of
compact support.

Since V; and V5 are bounded and of compact support, 1" also has the local
and distal properties

%@ﬂﬂwu
|z —y| IB(L322)nB(L32)

lim [ x<c(le ~ y)
e—0

and
%@Hﬂwu

|z —y| 1B(L3/22)~B(L32)
Combined with condition C1, this implies that for any € > 0 there exists a
cutoff function x compactly supported in (0,00) such that

Jim |x-r(lz—y))

IX(P)T(p) =T (P) |V, 5520V, 50 <€

Thus, it suffices to show that condition C2 holds for x(p)T'(p).
The Fourier transform of x(p)T'(p) has the form

xX(P)T ()" (A) = Va(z)

Y anle —y]

eiAlz—yl
x(Jz —yVi(y). (2.7)

Such oscillating kernels have decay in the LP operator norm for p > 1. By

the Lemma of [Ste], page 392, with p’ being the dual exponent % + 1% =1,

[T () N f e A7) £ 10 (2.8)

Taking into account the fact that (x(p)T'(p))” (A) has a kernel bounded in
1/2 1/2
V@IVl (where |V|"/2 = V; is bounded and has
Ar|z — y|
compact support by assumption), it follows that (x(p)T(p))” (A) is uniformly
bounded in B(X, L?), B(LP, X), and B(LP) for all A, where X is L3/%2 or
L32. Therefore, by also using (Z.8) for the middle factors,

()T ) W)™ Fllx S OO3N=2 | | .

For N > 2+ 2p'/3, this shows that d,(x(p)T(p))" are uniformly bounded
operators in B(X), where X is either L322 or L>2. Since (x(p)T(p))N has
compact support in p, this in turn implies C2.

For general V € L3/ choose a sequence of bounded compactly supported

approximations for which C2 holds, as shown above. By a limiting process,
we obtain that C2 also holds for V. O

Lemma 2.8. Let T(\) = VaRo((A + i0)2)Vi. Assume that V € L3> and
let \og # 0. Consider a cutoff function x. Then, for e <« 1, X(%)(I +

f(/\)_l) € W. The same holds for \g = 0 if V is a generic potential.

absolute value by



14 MARIUS BECEANU
Infinity has the same property: for R > 1, (1—x(A\/R)(I+T(\)"* € W.

Proof of Lemmal2.8. Note that I + f(Ao) is invertible in B(L*%?) and in
B(L3?) for all \g # 0, the only issue being at zero.

Indeed, assume that I + T(Xg) is not invertible in B(L322); then by
Fredholm’s alternative there exists a nonzero f € L?22 such that

= =VaRo((Xo +i0)")V1f.
Let Vi = Vit + V2, Vo = Vit + V2, where Vil and V3! have compact support
and are bounded and || V2|32, |[VZ| 32 « 1. Then
= = (I+VaRo((Ao+i0)")VF¥ + V5 Ro((Ao +10)*)Vi') V5 Ro((Ao+i0)*) Vi,
which implies that f € L2 Letting g = Ro((\o + i0)?)V1f, we obtain a
nonzero L%® solution g of the equation
g = —Ro((Xo +i0)*)Vg.

However, this is impossible for Ay # 0 due to the results of Ionescu—Jerison
[foJe] and Goldberg—Schlag [GoSc1].

When Ag = 0, g is a zero energy eigenfunction or resonance for H =
—A + V, which cannot happen if V is a generic potential.

Let Sc(\) = X()‘f—e)‘o)(f()\) —T(Xo)). A simple argument based on condi-
tion C1 shows that lime_,q || SY |y = 0. Then

A—Xo
€

1.3/2,20V13,2

x(

)T+ TO))™ = XV (I +T(ha) + x(
A— Ao

= x(

The Fourier transform of the series above converges for sufficiently small e,
showing that (x(2=22)(I + T(\))™")Y € Vyse2 0 Vise.
Concerning the derivative,

)\—)\0 )\_)\0

X( YoAI+T(N) ™! = —x(

Here (x(2520)(I + T(X)™1)" € Vysnn 0 Vise and (3 T(N)Y € Visoo 132

since M((T(\)") ‘VZ(m)‘f Vi Phen (x(A=20)ay (1 + T() 1) €
VL3/2,2’L3,2. m

The term 0xx(%)(l+f(/\))_l is handled as above. Thus (@(M%)(H—
T()) )Y € Vipes o

At infinity, for any real number L one can express (1 — x(A/R))T()\) as
the Fourier transform of

Sa(p) = (7= FX(R-) = T)(p) = | RX(Ro)[T(p) =~ T(p = )] do

T TN LI+ T )

€
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Thanks to condition C2, the norm of the right-hand side integral vanishes
as L — oo. This makes it possible to construct an inverse Fourier transform
for

0

=R+ T00) " = =R X -0 (0 —x@MRNTO)

via this power series expansion, which converges for sufficiently large R.
If only TV satisfies C2 then one constructs an inverse Fourier transform
for (1 — x(\/R))(I — (—=T)N(X\))~! in this manner and observes that

(1=xOV/R)(I+TN) " = (A=xNR)(I = (=TO)N) ™" 3] (~D)FTF().

Finally, concerning the derivative in a neighborhood of infinity, we note
that

(1=X(V/R)oNT+T (V)™ = —(1=x(MR)I+T(N) "1 orT(\) (1—x(2M/R))(I+T(\))

Here ((1—X(2)\/R))( ()\)) ) € VLS/Q 2ﬁVL3 2 and (aAT()\))V € VL3/2»2,L3»2-
Therefore ((1 — x(M\/R))ox({ + T( )~ )V € VL3/2,2,L3,2 and furthermore
(OA((1 = xV/R)T +T(N) )Y € Vpsa pae- O

In the case when H is generic, we can cover the whole spectrum [0, o) by
open neighborhoods of regular points, plus an open neighborhood of infinity,
and choose a subordinate partition of unity. We retrieve a form of Theorem
2 of [BeGoll:

Theorem 2.9. Let V e L%2! be a real-valued potential for which the
Schréidinger operator H = —A + V' has no resonances or eigenvalues at
zero energy. Then

He—itHPcfHoo S ‘t‘_%Hle (2.9)

In the context of the wave equation, again if the Hamiltonian H is generic,
we retrieve the results of [BeGo2].

Proof of Theorem [2.3. Consider a sufficiently large R such that (1—x(\/R))(I+
T(\)~' e W, by Lemmam Also by Lemma [2.8] for every A\g € [-4R,4R]
(including zero, since V' is a generic potential) there exists e(Ag) > 0 such
that x(ﬁ)(l +T(\) L ew.

Since [—4R, 4R] is a compact set, there exists a finite covering [-4R,4R] <
U]kv=1(/\k — €(Ag), Ak + €(Ag)). Then we construct a finite partition of unity
on R by smooth functions 1 = Z]kv=1 Xk(A) + X (A), where supp xoo <
R\(—2R,2R) and supp xx < [M — €(Ax), Ak + €(Ax)]. By our construction,
for each 1 < k < N and for k = o0, xx(A)(I + T(\))~! € W, so summing up
we obtain that (I + T(\))~! e W.
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By spectral calculus, we express the perturbed evolution as

) 1 (© .
tpf— o f " Ry (X +i0) — Ry (A — i0)) f dA
0

= % B "™ Ry (X + 10)2) fA dA
= % ) "™ (Ro((A +10)%) — Ro((A + i0))Vi (I + T(\) " 'VaRo((\ + i0)2)) fAdA
= ﬁ RS ON(Ro((A +i0)%) = Ro((A + i0))Vi (I + T(N) " VaRo((A + 0)2)) f dA

2

=55

(2.10)

Since (I +T(\))~" € W, it follows that (dz(I +T(\))™1)Y € Vysns s

Taking into account that Ro((\ +40)?)V; € Vi sz and VaRo((A + i0)2) e
V@32 o, we obtain that

Ro((A +i0))Vi(I +T(N) " VaRo((A +i0)%) € Vi1 poo.

By definition, this ensures a bound of |t|=?2 for this expression’s contribu-
tion to (ZI0). The other terms are handled similarly. O

We next consider the effect of singularities at zero.

2.5. Exceptional Hamiltonians of the first kind. Let
1
Q=—— VaRo(0)Vy — 2I) "t dz
57 )y, WeR0OVi 2D

and Q = 1 — Q. Assuming that H = —A + V has only a resonance ¢ at
zero, then (recalling that —(¢, V¢) = 1) by the analytic Fredholm theorem
Q=-1290® Vi¢.

The resonance ¢ € M satisfies the equation ¢ = —R((0)V . Since ¢ €
L3® ~ L®, Q is bounded on L¥?2 and on L*2, so the constant family of
operators @ is in W. Moreover, Q is in B(L*?2, L*2) and in B(L32, L?/>2).

Note that, since

MYl 1 < min(1, Nz —y|) = MV 1 < N — g,

one has '
ez)\lx—y| 1

@ (G~ o) W) S @il e

Thus, when V € (z)" L321 T+ T(X) = I + VaRo(() + i0)2)V; is Lipschitz
continuous in B(L?). This implies that, more generally, when V e L3/21
T()) is continuous in B(L?) (the proof is by approximation).

In a similar manner, by approximating V e L¥?! with (x)"2L3%?! po-
tentials, we obtain that T'(\) is continuous in B(L3/22) ~ B(L3?).

< foo e (O (Ro((\ +10)%) — Ro((A +i0)*)Vi(I + T(N) "' VaRo((A +10)*)))" (p) f dp.
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Let
K = (I +VaRo(0)V1 +Q)7'Q.
Then K is the inverse of Q(I +7(0))Q = Q(I + VaRo(0)V1)Q in B(QL3%2
QL3?), in the sense that
KQ(I +V2Ro(0)11)Q = Q(I + VaRo(0)V1)QK = Q. (2.12)

By continuity Q(I + VaRo((\ +i0)?)V1)Q is also invertible for |A| « 1.
The following lemma (Lemma 4.7 from Yajima [Yajl], also known as the
Feshbach lemma) is extremely useful in studying the singularity at zero.

Lemma 2.10. Let X = Xg+ X3 be a direct sum decomposition of a vector
space X . Suppose that a linear operator L € B(X) is written in the form

Loo Lo
L =
<L10 Ly
with respect to this decomposition and that Laol erists. Set C = Li1 —
LloLaole. Then, L™ ezists if and only if C~1 exists. In this case

-1 (Lgol + Log LotC ™' LigLyy —L0_01L0101> ‘

_C—lLloLaol C—l (213)

By definition, an exceptional point A € C is one where I + VoRy(A)V7 is
not L2-invertible.

Lemma 2.11. Assume that V € (x) 2L3?! < (z)"'L' ~ L3?' and that
H = —A+V is exceptional of the first type, with a resonance ¢ at zero. Let
x be a fized cutoff function. Then for some ¢ > 0

XU + TN = L) = A™x(Ve) 7o <V V20 ® Vo,
where L e W.
Moreover, zero is an isolated exceptional point, so H = —A + V has

finitely many negative eigenvalues.

The computations in the proof of this lemma parallel those in Section 4.3
of [Yaj1]. The main difference is using L'-related spaces instead of Holder
spaces.

Proof of Lemma[2.11. We apply Lemma Z.10] to
I+ T = (@(I +T)Q QTR ) _ (Toow T01(>\)>
‘ QTNQ QU +T(\)Q Two(A) Tu(N))”
Note that Tyo()) := Q(I + VaRo((A +i0)?)V1)Q is invertible in B(QLY??) n
B(QL>?) for |\| « 1, because
Too(0) = QU + T(0))Q = QI + VaRo(0)V1)Q

is invertible on QL%*?? and on QL3? of inverse K, see (Z.12), and Tpg(\) is
continuous in the norm of B(QL%?2) n B(QL??), see (ZI1I)) above.
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Furthermore, start from (Ro((A + i0)?))" € Vs o 0 Vi e and
(OrRo((A+i0)%))" € V1 1o. We know that [V|V2 € B(L3/%2, LY)nB(L*, L>*)n
B(L>®, L3%2) A B(L?2, L3?1). Thus VaRo((A +i0)2)V; € W and Q pre-
serves that. Then Tpo(A) € W as well.

Next, since Tpo(0) is invertible, for small e x(\e)Tie! (N) € W. The proof

is as follows: let Sc(\) := x(A/e)Q(T'(A\)—T(0))Q. As1mple argument based
on condition C1 shows that lim¢ o [[S. HVL3/2,2 AV,3, = 0. Then

XN T (M) = <A/e>(Too<> X(V(26))Q (fm—f(o»@)‘l

+
x(N\/e)T, Z F(S2e(A Th H(0))F.

The series above converges for sufficiently small €, showing that x (\/e)Tp" (\) €
VL3/2,2 M VL3,2.
Concerning the derivative,

X(/\/e)é’,\TO_Ol (A) = —x(Ne

In this expression (x(\/(2¢))Tpo" (

VL3/2,2’L3,2. Thus (X(/\/E)aATOBI()\)
This computation shows that x
Let

)To0' (M)A Too(N)X(V/(2€)) Ty (A).

/\))v € VL3/2,2 N VL3,2 and (@TOO()\))V €
)
(

Ve VL3/2,27L3,2-
NeToot(\) e W.

T(A) — (VaRo(0)Vi + iA(47) Vo @ V1)
J(A) = 2
_ VoRo((A + i0)2)V1 — VoRy(0)Vh — Z‘)\(47T)71V2 %
_ o ,
Then (recall that Q = —V20 ® V1)
T (V) = QU +T(V)Q = QI + VaRo((A +i0)%)V1)Q
= Q(VaRo((A +i0)*)V1 — VaRo(0)V1)@Q
= V2¢ ® Vo (Ro((A +i0)*) — Ro(0))V ® Viep

- (V2L oo some )
= (Aa™" = X(Vig, J(\)V29)))@Q

(2.14)

= Aco(N)Q.
Note that ¢o(0) = a~! # 0. Recall that a = 4277T
N
By the third line of (2I4), co(\) € L' if
eMz—yl _q
sz JRS V(z)o(x)V(y)o(y) N —y| it dr dy < 0.
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For every x and y, by Lemma

A=yl _ 1 _ H X[0,]z—y]] (t) _
Alw —y| 1L} jz—yl oz
so it is g\nough to assume that V¢ € L', i.e. that V € L3%!, to prove that
Co()\) € Ll.
In order for dycg(A) to be in L', it suffices that
% % PGt Y
—_ . < 0.
|, |, v@eevwew|n Se=r|,, @

For every x and y, by Lemma 2.6]

H Moyl _ 1y ‘tX[o,wy](f) _ |z —yl

N —yl iy [z —yl Iz} 2 7’

s0 Oxco(A) € L' when Ve € (z)"'L!, i.e. when V € L.
Regarding J(\), when V € L' then
A +1i0)%) — Ro(0) —iA(4m)11®1
N2

J(NV20,V1¢) = <RO<( Vo, V¢> e L}.

(2.15)
Moreover, when V € (z) 1L, (0\J(A\)Vag, Vigy e Li.
Furthermore, considering the fact that ¢ + Ry(0)V ¢ = 0, let us define
M(N) 1= (I +T(\)Vag = (VaRo((A + i0)2)V — VaRo(0)V)b

- A(i@ + AJ(A))Vggb

and
AP*(A) i= (I +T(N*)Vig = (ViRE(A +i0)2)V — ViRy(0)V)

_ Vi@V,
_/\<_Z 47

+ AJ*(A)) Vi

Note that M(J(\)Y) = [Va(x)[ =Y
L?22 to L32, assuming that V e (z)"2L¥?1. Thus J(\)¥ € Va2 32 and
same goes for AdyJ(N).

Moreover, M ((AJ(A))Y) . Thus (AJ()\))Y € Vy2 for V e L!

and (AJ(A)Y € Vysz2 N Vis2 when Ve (x)"2L3?!. Further note that
(OAAT(A)))Y = (J(A) + AT (N))Y € V22 f3.2. Tt follows that AJ(A) € W.
Then (recalling that Q = —V2¢ ® V10)
T (V) = QT(NQ = QU+ T(\)Q = (I + T(N)Q — QI + T(V)Q
= =M\ @ Vig — Aep(V)@Q

= AW\ + co(M)Vag) @ Vig.

|V1(y)| is a bounded operator from

RANA
27
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Likewise,

Tio(A) = =AV29 @ (¥*(A) + co(\)V19).
By our above computations it follows that Tp;(A) = AE1(A\) and Tip(N\) =
)\EQ()\) with Ey, Ey € W.
Then —T10(N)Tpe" (M) To1(A) = A2c1(M)Q, where

c1(A) = =(@*(N) + coM)Vig, Tog (N (B (A) + co(A)Vag)
(- ‘G®VE+AJW)>W¢+QK)%¢ (216)

F ATV + co(A)Va0) ).
For example, one of the terms in (ZI6]) has the form
TNV, Tog (MDA (W) Va). (2.17)

Since AJ(A\) € W and x(\/e)Ty'(A) € W and since Vi, Vagp € L3?2
L3?, it immediately follows that x(\/e)(@IT) is in L' and its derivative is
also in L.

We then recognize from formula (ZIG) that, for a cutoff function ¥,
x(Me)er(N) € LY and x(Me)drer(N) € LY when V e () 2L3/21,

Let

T () (i

C(A) :=T11(A) — Tio(N) Ty (\) Ton (N).
Then
C(N) = (Aa™" = X2W1¢, J(NVag) + Ner(V)Q := Aa™'Q + Nea (V) Q.
Thus C'()\)/\ is invertible for |A| « 1 and when V € ()~2L%?! one has that

L g

1 _
¢ = Aat 4+ A2¢a(N)

1 1 1
B </\a*1 v + X200 )\a_1>Q

(o ca(N)
B </\ (a™t + )\62(/\))&_1)@
= a)\"'Q + E(N).

By our computations, such as (ZIB), x(A/e)cz(A) € L' and x(\/e)drea () €
L'. Therefore for sufficiently small €, as Q € B(L*?2)nB(L>?)nB(L%/?2, L3?),
it follows that x(\/e)E(\) € W.
The inverse of I + T'(\) is then given for small A by formula (2I3)):
(147 = Too' + Too TonC ' Tuo Ty T TnC 1Y
—C 7Ty, Cc1
Three of the matrix elements belong to W when localized by x(A/e€). Indeed,
recall that x(\/€)Tpg'(A) € W and Tig(A) = AE1(\) and Tor(N) = AE2(N),
while C~! = A" E3()\), with By, By, x(\/e)E3 e W.
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The fourth matrix element is C~! in the lower-right corner, which is the
sum of the regular term x(\/e)E(\) € W and the singular term

ard"'x(Me)Q = —aX X (V) Va9 ® Vig,

As an aside, note that A"'(1 — y(\e)) € L! and same for its derivative.
Thus we can also write the singular term as a\7'Q.

Further note that (I + 7)~! is well-defined on a whole cut neighborhood
of zero by formula (2I3]) above. Thus zero is an isolated exceptional point,
so there are finitely many negative eigenvalues.

O

The next lemma shows what happens in case the potential has the critical
rate of decay.

Lemma 2.12. Assume that V € L3%' and that H = —A+V is exceptional
of the first kind. Let x be a standard cutoff function. Then

XTI +TN) ™ =LA + 2718,

with L(A) € W and S(A\)Y € Vis2 322, for sufficiently small € > 0.
Furthermore, 0 is an isolated exceptional point, so H has finitely many
negative eigenvalues.

Proof of Lemma[2.12. We again apply Lemma 2.10] to

- (I o) () )

QTN  QU+TW)Q

The proof of the fact that x(\/e)Ty, (A) € W is the same as in Lemma 2111
Then note that

Ti(A) = QU+ T(A\)Q = QU + VaRo((A +i0)*)V1)Q
= Q(VaRo((A +i0)*)V1 — VaRo(0)11)Q
= Va¢ ® Vo (Ro((A +1i0)*) — Ro(0))V ® Viep
= Aco(N)Q.

dim
Observe that co(0) = a~! # 0. Recall that ¢ = ————.
KV, )2

Note that co(\) € L!if
eiway‘ — 1
R

fRa f V@@V (y)e(y)

For every x and y, by Lemma

dz dy < 0.
Mo —yl g @

ei)‘|x_y| —1

L;

B H X[0,lz—y[] (1)
O Y
8o it is eAnough to assume that V¢ e L', ie. that V e L3/ to prove that
Co()\) € Ll.

ANz —yl L ’
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Furthermore, recalling that QQ = —Vo¢p ® V10,

Tor(N) == QT(NQ = QI + T(N)Q = (I + T(N)Q — QI + T(N)Q
= —(Va(Ro((X + i0)%) — Ro(0))Vé + Aco(N)Vad) ® Vi

— —A(Vg Bo((A + iof) ~ Ro(0) Vo + co()\)V2¢) ®Vi¢.
(2.18)
Likewise,
Tio(A) = Va9 @ (Vi(RG((A +10)*) — Ro(0))V ¢ + Aco(M) Vi)
" N2y L 2.19
— v (LD = 1Oy ). 21

Thus T3, and Tjy; are both in V322 N Vps2 by the second line of (ZI8]),
respectively the first line of (ZI9), when V € L¥?!. Indeed, following the
definition this reduces to

J Va(@)|IV (y)llo(y)] dy e L322 A 132,
R3 Ar|z — y|

Next, —T10(N)Too" (M) To1(A) = Ae1(M\)Q, where

(V) = =(Vi(B5 (A +10)?) = Ro(0))V + Aeo(N Vi,

N2y (2.20)
7ot ) (16 AL = R0y 4 o330 ).
For example, one term from formula (2.20) has the form
SN2\
(VRS +107) — Ro(0)VaVig, Tig' (1 A0 = H0O s g,
(2.21)

Note that V3 (Rg((\ + i0)?) — Ro(0))Va and x(\/€)Tp' (A) are in W, while
(

SN2\
R0 +i0)) = R0y _ WIBIVI
A 47

Ro((A +1i0)*) — Ro(0)

M(VYQ (L3/2’2,L3’2),

so Va Vi € Vispz 1s2. Taking into account the fact

that Vi, Vo € L322 it follows that (Z2I) is in L.

Thus we recognize from (Z20) that ¢y(\) € L! when V € L3/21,

Further note that, since when A = 0 R&((\ +1i0)?) — Ro(0) = 0, ¢1(0) = 0.

Let

C(A) := Ti1(A) — Tio(N)Tye' (N Ton (N).
Then
CA) = Aeo(A) + (V)R-

Thus C(A)/A is invertible for [A| « 1 and C7Y\) = A lep(N)Q, with ¢
locally in L'. Consequently, for small € (x(A/e)ACT1(X))Y € Va2 13722



THRESHOLD EIGENSTATES AND RESONANCES 23
The inverse of I + T()) is then given for small A by formula (ZI3):
([ n j;)_l _ T&)l + TOBIT(HC_lTwT&)l —TOBIT(HC_l .
—C 7Ty Cc1
Since Tog' € W and Typ, Th € Vysze 0 Vpse, while (x(A/e)ACTL(\)Y €
Vis2 322, it immediately follows that MI+T(N)E —TO_Ol()\)) € Vis2 1322

and that (I + 7)™, given by formula (ZI3), exists on a whole cut neighbor-
hood of zero. O

Recall that by (T.2])

G(2) ® Guly), Cilz) = el g(a).

Proposition 2.13. Assume that (x)*V € L¥*' and that H = —A +V s
an exceptional Hamiltonian of the first kind with canonical resonance ¢ at
zero. Then for 1 < p < 3/2 and R(t) as above

e "M Py = Z(t)u + R(t)u,

3

1_1 _1
1Z(@t)ul <t 2% flw, 1Z)ulpse < 672 ] paea.

Furthermore, for 3/2 <p <2

. 3(i_1
HefthPCu”Lp, <t 2(p pl)HUHLP-
Here % + z% =1.

Proof of Proposition [2.13. Write the evolution as
. 1 . ~
e"tp f— — J e (Ry((A+i0)2) = Ro (A+i0)2)VAT(X) " VaRo (A+i0)2)) FA dA.
R

We consider a partition of unity subordinated to the neighborhoods of Lem-
mas 2.8 and 2111 First, take a sufficiently large R such that (1—x(\/R))(I+
T(A)~' € W. Then, for every A\g € [—4R,4R] there exists €(Ag) > 0 such
that X(’E\(;\f)“)) (I+T(\)"teWif Ay # 0 or the conclusion of Lemma Z11]
holds when Ay = 0.

Since [—4R, 4R] is a compact set, there exists a finite covering [-4R,4R] <
U]kvzl()\k —€(Mk), Ak +€(Ag)). Then we construct a finite partition of unity on
R by smooth functions 1 = xo(\) + Zszl Xk(A) + Xoo(A), where supp xo ©
R\(=2R,2R), supp xo < [—€(0),€(0)], and supp xx < [Ax—€(Ar), Ak +e(Ae)]-

By Lemma 28] for any k # 0, xx(A)(I +T(\))"t e W, so (1—x0(A\)(I +
T(A\)~! € W. By Lemma 1Tl yo(A\)T(A) also decomposes into a regular
term L € W and a singular term —A"!yo(A\)aVao ® Vié.
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Let Z; be given by the sum of all the regular terms in the decomposition:
1 .
Zi(t) = f "™ (Ro((A +10)?) — Ro((A + i0)*) V1 L(\)VaRo((A + i0)%)—
R
— (1= xo\)Ro((A +i0)) VAT (A VaRo((A + i0)?)) A dX
_ 1
N 2rt R
— (1= xo(\)Ro((A +i0)) VAT (A VaRo((A + i0)?)) dA
_C
o $3/2 R
— (1= xo(W)Ro(A + 0 )ViT(WVaRo((A +i0)*))) " (p) dp.
The fact that |Z;(t)ul|= < [t|7%?|ul ;1 follows by knowing that
(2 (Ro((A +1i0)*) = Ro((A +i0)*)Vi L(A)VaRo((A + i0)*)—
— (1= x0(\)Ro((A +i0)2)ViT(A\)VaRo((A +i0)%)))" € Vi1 pon.
The fact that |Z1(t)u|z2 < ||ulz2 follows by smoothing estimates. Indeed,
the first term is bounded since it represents the free evolution and note that

[VaRo(A £ i0)fl 3 < |fl1z:
e LEVA) + (1 - xo(EVANT(EVA g sas) < .

"™ 0\ (Ro((A + 10)2) — Ro((A + 10)2)Vi L(\)VaRo((A + 0)2)—

i (Ox (Ro((A +10)?) — Ro((X + i0)*)ViL(A)VaRo((A + i0)%)—

H fR Ro(\ % i0)V1 F(z, \) d)\HLi Sl

Combining these three estimates we obtain the L? boundedness of Z.
By interpolation between the two bounds we obtain that, for % + :z% =1,
1<p<2,
,é(l,il)
|1Z1(@ul e <t 207 7 ul e,
as well as
|21ty oo < 72| o2
Let Z5 be the term corresponding to the singular part of the decomposi-
tion from Lemma 211, given by

Zo(t) = = J e~ Yo (N Ro (A + i0)2)Vé ® VR (A + i0)2) dA

T JR
N z—2z1] iXz2—yl
— i —itA? 67 67
- JR j(RSP e Xo()\)47r|x — Zl|V(Zl)¢(21)V(ZQ)¢(ZQ)47T|Z2 - dzy dzs d).

The subsequent Lemma [2.14] is the same as Lemma 4.10 from [Yajl], the
only difference being the space of potentials for which the result holds. For
the sake of completeness we repeat the proof given in [Yajl].

Lemma 2.14. For V e (z)~'L%/?!
[(Za(t) = R®))ull = <t~ |ul g, |1 Za()ulpsoe <t [ulpoor. (2:22)
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Proof of Lemma[2.1]] Let b= |z — z1| + |22 — y| and
1 o
C(t,b) = ,—f eIV TN (A) dA.
R

We express Zs(t) as
70 = LRS)Q ot pya Y )V (2)0(22)

dZ1 ng.
|z — 21|22 — 9

Note that

A 12
e a1 en

= (¢ X3 ()" (b/20).

C(t,b) =
Then C(1,b) < -2 and
| Zo(t) ()| < t_l/2f |V (21)6(21)V (22)(22)]
ST e T —allz
Clearly JS %dm e L3® and js %
R — " —
ing the second half of (2.22)):

|Zo(t)ul oo < 72 ] o

dZ1 ng.

dz € L‘z’oo, imply-

We also have
75 () (b/20) — 1] 5 7 (I3 | + o).
It is easy to see, for
B =2z — z1llz1| + |22 — yllz2| + & — z1llz2 — yl) + |a1* + |22,

that
B

ib2/4t ei(x2+y2)/4t‘ _ |ei(\x—z1\+|zz—y\)2/4t . ei(:(:2+y2)/4t| < m

e

It follows that
efi%“ i@ +y?) /4t

O(t,b) — =

S(1+b+ B2

Then

‘Zg(t) B f ei%ei(m2+y2)/4tav<21)¢<21)v<22)¢(22) dz1 dzo <
(B9)2 vt |z — 21[ly — 2o
< 132 f (1+b+ B)|V(21)d(21)V (22)9(22)]|
- (R3)2 |z — 21|22 =y
Now note that for V e (z)"'L¥?! and ¢(z) < |z}
Supf (1+b+ B)[V(21)d(21)V(22)9(22)]|
(R3)2

|z — 21|22 — v

le dZQ.

le ng < 00
x7y

and
j V(zl)qb(zl) dZ1
R3

| — 2|

= ().
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The first part of conclusion (2.22]) follows. O

Note that R(t) also satisfies |R(t)u|pseo < t~2|u]s2.1, so the same
holds for the difference:

[(Za(t) = R(®))ul .o < 71 uf a2

By interpolation with the L! to L® estimate of Lemma [Z.14] we obtain that
for 1 <p<3/2

_3¢1_ 1
|(Za(t) — RE))ul < 2% 77 Juf 1.

Since the same is true for Z;, we obtain for 1 < p < 3/2 that

_3¢1_ 1
(Z(t)ul L = [(Z1(t) + Zo(t) — ROl <t 2577 a0,

where e =" Py = Zy(t)u + Zo(t)u = Z(t)u + R(t)u.

Knowing that || Z;(t)u| s < t7Y2|u] 2.1 leads to the conclusion that
le="H P 5.0 < |uf3/2.:. Combining this with the L? estimate |e " P.ul| ;2 <
|u 2, we obtain that for 3/2 < p < 2

. 3(1_1
e Pea] < 47257 ] o
Thus we have proved all the conclusions of Proposition 2131 O

Proposition 2.15. Assume that V € L¥?*! and that H = —A + V is an
exceptional Hamiltonian of the first kind. Then

le™"" Peu oo < ¢7V2 ] 312

and for 3/2 <p <2

. 3(1_ 1
HefthPCu”Lp, S t 2(p pl)HUHLP-

1,1 _
Herep+p, 1.

Proof of Proposition [2.13. Write the evolution as

e P f= % JReW (Ro((A+i0)%)—Ro((A+i0)*)ViT(\) " VaRo((A+i0)%)) FAdA.
We consider a partition of unity subordinated to the neighborhoods of Lem-

mas 2.8 and 212l First, take a sufficiently large R such that (1—x(\/R))(I+
T(\)™! € W. Then, for every A\g € [—4R, 4R] there exists €(Ag) > 0 such

that X(’E\(_)\f)“)) (I +T(\)~t e W if Ay # 0 or the conclusion of Lemma

holds when A\ = 0.

Since [—4R, 4R] is a compact set, there exists a finite covering [-4R,4R] <
U]kvzl()\k —€(Mk), Ak +€(Ag)). Then we construct a finite partition of unity on
R by smooth functions 1 = xo(\) + Zszl Xk(A) + Xoo(A), where supp xo C
R\(=2R,2R), supp xo < [—€(0),€(0)], and supp xx < [Ax—€(Ar), Ak +e(Ae)]-

By Lemma 28] for any k # 0, xx(A)(I +T(\))"t e W, so (1—x0(A\)(I +
T(A\)~! € W. By Lemma YoM (I + T(A\))~! also decomposes into
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a regular term L € W and a singular term A\~'S with the property that
SY e VL3,27L3/2,2-
Let Z; be given by the sum of all the regular terms of the decomposition:
1 .
Zi(t) = — f "™ (Ro((A +10)?) — Ro((A + i0)%) V1 L(\)VaRo((A + i0)%)—
R

— (1= x0(N)Ro((A +i0)*)ViT (A VaRo((A + i0)%)) A dA

= ZLTrt Re*itAQa)\(RO(O\ + i0)2) — RO((/\ + io)z)V1L(>\)V2R0(()\ + 2-0)2)_
— (1= x0(A\) Ro((A + i0))VAT(A\)VaRo((A +i0)?)) dA
C

= 5n JR e (Ox(Ro((A +i0)*) — Ro((X +i0)*)VAL(A)VaRo((A + i0)*)—

— (1= x0(A\)Ro((A +i0))VAT(A)VaRo((A +i0)%))) " (p) dp.
The fact that |Z;(t)ul|p= < [t|7%?|ul ;1 follows by knowing that
(O3 (Ro((A +i0)%) — Ro((A +i0)*)ViL(A)VaRo ((A +i0)?)
— (1= x0(N)Ro((A +i0)*)ViT(NVaRo((A +0)%))) € Vp1 pon.

By smoothing estimates it immediately follows that Z;(t) is L?-bounded,
see the proof of Proposition I3l Interpolating we obtain the desired
1Z1(t)u| 30 <t Y2 |u| s estimate.

Let Zs be the singular part of the decomposition from Lemma 2.12]
given by

1 .
Zo(t) = — f e~ Ro((\ +i0)2)ViS(A)VaRo((\ + i0)2) dA. (2.23)
R
Note that (Ro((A+z’O)2)V1)V € VL3/2,27L3,00, S()\)V € VL3,2’L3/2,2, and (VQR()(()\"‘
Z0)2))V € VL3/2,17L3,2. Thus

Ro((A + i0)*)VI(AS(A)VaRo((A +i0)%) € Vysjon s

By taking the Fourier transform in (2.23]), this immediately implies the

conclusion that || Zy(t)ul| 3.0 <t 2|
Putting the two estimates for Z; and Z together, we obtain that |e ™" P.u ;3.0 <

|u|p3/2.1. Interpolating with the obvious L? bound [e~® Pou|2 < |ul 2,

we obtain the stated conclusion. O

‘UHL3/2,1.

2.6. Exceptional Hamiltonians of the third kind. We next consider
the case in which H is exceptional of the third kind, i.e. there are both zero
eigenvectors and zero resonances. Recall that T'(\) = VoRo((A + i0)?)V].

Lemma 2.16. Suppose that V € (x)"*L%%*' and H = —A + V has both
etgenvectors and resonances at zero. Let x be a standard cutoff function.
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Then for sufficiently small €

X/ + TN ™ = L) + x(/e)
_alh9® V1¢>
A )

where L(\) € W and ¢ is a certain resonance for H = —A + V.

Furthermore, 0 is an isolated exceptional point for H, meaning that H
has finitely many negative eigenvalues.

V2POV1 iV2POV|:E — y|2VP0V1
2o A -

The computations in the proof of this lemma parallel those in Section 4.5
of [Yajl]. The main difference is using the space W instead of Holder spaces.

Proof of LemmalZ108. We study (I +T(A\)™* := (I + VaRo((\ +i0)2)V;)~!
near A = 0.

Let 1
Q=—— VaRo(0)Vy — 21) "t dz
2mi \z+1\:5( 2 0( ) ! )

Take the orthonormal basis {¢1, ..., ®n } with respect to the inner product
—(Vu,v) for M so that {¢2,...,¢n} is a basis of £ and {(¢1,V) > 0. This
condition determines ¢1 uniquely.

Define the orthogonal projections m; onto CVi¢, and o onto ViPyL?
with respect to the inner product —(sgn Vu,v), i.e. m = —Vap1 ® V191 and

my = — Y, Vog; ® Vig; and let

Qo=0Q:=1-Q, Q1:=0QmQ, Q2:=QmQ.
The following identities hold in L?:
Qij = (5jkf, Jk=0,1,2and Qo+ Q1+ Q2 =1,
(I +VaRo(0)V1)Q1 = Q1(I + VaRo(0)V1) = 0,
(I + V2Ro(0)V1)Q2 = Q2(I + VaRo(0)V1) = 0,
Q2(Va®@V1)Qo =0, Q2(Va®V1)Q1 =0, Q2(Va®V1)Q2 =0,
Qo(Va®V1)Q2 =0, Q1(Va®V1)Q2 = 0.

These identities follow from Q2V> = 0 and Q5V; = 0, which in turn follow
from the fact that eigenvectors ¢ are orthogonal to V', (¢, V) = 0, for
2<k<N. R
We first apply Lemma 210l to invert Q(I + T'(\))Q in QL? for small A,
after writing it in matrix form with respect to the decomposition QL? =
Q1L2 + Q2L2:
> Q1(I +T(N)Q QA1T(N)Q2 ) (Tn()\) T12(/\)>
I+T(A = ~ ~ = .
QT = (007 Gt Fovss) = (T Thy
The inverse will be given by formula (2I3]), that is
R -1 —1 —1 -1 -1 -1
@U+TonQ) ! = (M TG i T G )
—Co I Ty, Cys
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where
Cg = Tog — Ty Ty, Tha.
As in the case of exceptional Hamiltonians of the first kind, let
T(N) — (VaRo(0)Vi + iA(4m) "o @ V1)
2

J(A) =
Then (recall that Q1 = —Vad1 @ Vi¢g1)
T (N) = Q11 + T(A\)Q1 = Q1 + VaRo((A +i0)*)V1) Qs
= Q1(VaRo((A +i0)*)V1 — VaRo(0)V1)Q1
= Va1 ® Vi (Ro((A +i0)%) — Ro(0))V 1 ® Vign

_ WKVl
= (A - Vi T Vadn) ) Qu
= (a7t + N2 (V)@
Here a = K‘;l%w # 0. As in the proof of Lemma[ZTT], note that ¢; () € L
y P1

when V € L' and dyc1(A) € L! when V € (z)~ 'L
It follows that Ti1()) is invertible for |A] « 1 in Q;L? and

_ 1 _(a ca(N) -1
~ T e T (3 @i )\cl(/\))a_1>Q1 = AT aQuE().

Here and below we denote by E(X) various regular terms, i.e. with the
property that x(\/e)E(A\) € W for sufficiently small e.
Likewise, since Q2(Va® V1) = (Vo ® V1)Q2 = 0,

Ti2(N) = Q1(1 + VaRo((A +i0)*)V1)Q2
= Q1V2<Ro(()\ +1i0)?) — Ro(0) — i\

ATRION

1®1
47

"L' R
= —\2Qy (‘6%‘/1 + >\V261()\)V1>Q2

>V1Q2

- el Uvig, + B,
where
1®1 _
Ro((A + 10)2) — Ro(0) — ir i 81 4+ y2lz =l
. 47 87
61()\) =

3
|z —y|?

.13
and M((Bxer(\)") = £

By Lemma 2.8 M((e1(A\)") = 967

7
Thus E()\) = Q1V261 ()\)Vng € W when

f@w V(@)gi(x)le — yPPV (y)du(y) dz dy < oo,

which takes place when V e (x)~2L! (recall that |¢;(y)| < ()~ 1).
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Likewise we obtain

Tor(N) = —A2QaVa™ VQ+F E(N),
hence, combining the previous results
_ T —
T (VT (VT () = MaQa1 *vi0s P vig, + p(y)

Furthermore
Too(A) = Q2(I + VaRo((A +i0)*)V1) Q2

= Q2V2 (Ro(()\ +10)%) — Ro(0) — i\
[z —y|
8w

1@1

)V1Q2

Vi + 1AV,

= —>\2Q2< [z ;y| Vi —A2V2e2(A)Vl>Q2.

Here

4 N2\ il 2|$_y|_ 3|x—y|2
ea(N) = A (Ro(()\JrzO)) Ro(0) — ix—— —ix? - )

lz —y|*
4807

.13
By Lemma 28 M (ex(\)") = '”“’96 W ona M((0re2(N)") = - Thus
s

E()\) = QQVQGQ()\)VlQQ € W when
o VI =01V 00 iy < 0
which holds true when V € (z)"2L! (recall that |¢x(y)| < (y)~2). Then

2
Xr — B Xr —
Taa()) = —/\2Q2<V2%V1 + mvg%vl)cb FMBE(). (2.25)

Let Py be the L? orthogonal projection onto the set £ spanned by ¢, ..., dn.

By relation (4.38) of [Yajl],

<QV2| yl

VQ) — —VAPVA.

Also note that
VaPyViQ2 = Q2VaPoVi = Vo Py V.

By @23,
1500 = 2@ i) Y o (hean Lo, -

k=0

<Q2V2 |x8;y|V1Q2>_l>k
— A\ BV i ((MVQ‘
k=0

Therefore, by grouping the terms by the powers of A, for |A| « 1
\ = y\2

f:‘ Vi —A2E(A)>V2P0v1.

Tt (N) = A2VaRy Vi +iA Vo PV VPVi + E(N).

NE(X)
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Then we write
O (N) = Toa(A) = Tor (N Ty (M) Th2(A)
= (I = T (NT; (N T12(N) Tap' (M) To2 (A).
By our previous estimates, Ta; (AT (A\)Ti2(N) T (A) = AE(N), E(\) € W.
Then by means of a Neumann series expansion we retrieve that

o0

Con'(N) = T (N) D (Tar (NT () T2 (M) Tt (V)
k=0

= Too' (A) + Tog" (N To1 N T (V) T12(N) Tt (N) + E(N),

SO

Oyt (\) = A 2Vo Py Vi +iAN 'R R V‘ | VPVi+
+a\” 1VPV| |VQV| |VP0V1+E()\)
If we set <;51 Py V| |V¢1 € &, then
V2P0V| |V1Q1V2| |VP0V1 Va1 ® 1 V4.

Then we get that

Cot (N) = A2V Py Vi + A~ lVngV VP Vi — A taVed ® 61V + E(N).

Furthermore

~T (N T(N)Cx' (V) = (AaQu + BQ)NQ1 (V2=
(A2VaR Vi + AT E(N))

i + AE(A))Q

= Afla(—‘/’z¢1®vl¢1)vz| . |VPOV1 + E(\)

= —a\Vad1 ® 1 Vi + E(N).
Likewise we obtain
—CR' NTa(NT () = —ardVad1 @ o1 Vi + E(N)
T (N Ti2 (N Cop' N T (NT (V) = E(A).

By @), (Q(I + T(A\))Q)~! is given in matrix form modulo E(A) € W by

—aX"'Vagr @ Vign —a/\_lV2<;521 ® Vi
—aA Wb @ Vidr A2VaRy Vi + A WaP VIEEV PV — A laVadi @ Vidy )
(2.26)
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Therefore, if we define the canonical resonance as ¢ = ¢; — ¢, ¢ satisfies

¢pe M and (p,V) =1 and

. . VRV iWRVELVRY ansenie
QU +TONQ)~ = 2 + 5 T

+ B(\).
(2.27)

We apply Lemma 2.10] again after writing I + T()) in matrix form with
respect to the decomposition L? = QL? + QL?, where QL? = Vo M:

- QUATNR  QTNQ 1\ _ (SN Sar(A)
”T(A)‘< QT(NQ Q<I+f<A)>Q> = <Sm<A> Snw)‘

Next, let A(X) := Spo(A)~L. Then x(A/e)A(N) € W for sufficiently small e.
Indeed, it is easy to see that Spo(A) € W. Furthermore, Syo(0) is invertible
on QL322 A QL3? of inverse K, see (Z12).

As in the proof of Lemma ZIT] let S.(\) = x(M\e)Q(T(\) — T(0)Q. A
simple argument based on condition C1 shows that lim¢_,q [ Se()) HVL spn Vs =
0. Then

XIS () = X(/) (Sool0) + <§>@< T - 7))
x(Me) 500 Z 525 Soo( )) :

This series converges for sufficiently small ¢, showing that (x()\/e)Sp (M))Y €
VL3/2,2 M VL3,2.
Concerning the derivative,

XS5 () = ~x(V/e)Sa (N)rSoo N (50)Sagt (V).
In this expression (x(\/€)Syg (A)Y € Vysze 0 Vise2 and (x(30)0xSoo(N))Y €

. % Vi _
Visaa pse since M((@3Tn(0)*) = P22 s (x(a0255' (0) ¢
VL3/2,2’L3,2.
From this we infer that x(A\/e)A(X) € W, so A is a regular term.
We compute the inverse of I +7T(\) by finding each of its matrix elements:

~ -1 A+ AS()lC_lSloA AS()lC_l
(I + T<)‘)) - < —C_lsloA C_l .

(2.28)
( ) 511(A) = S10(A)A(N)So1(A).
)T(A)Q may be written as

A)A(A)Z(A)%) _ <A En(A) AEp(\)
MNANT(N)Q2 AN Eg(N) XEa())

/’j>,’_j>

)2 .

(2.29)
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Indeed, consider for example QoT(A)AA)T(A)Q2. It can be reexpressed as
Ro((A +i0)?) — Rp(0) —iA 1

QTMANTNR2 = A'QaV2 2 EViAO
0)2) — )\l
VZRO((AHO) ))\2R0( ) — A V10s.
(2.30)

For this computation we assume that V e (z)~*L%*?!. Taking a derivative
of (230)) we obtain terms such as

Ro(( + i0)?) Ro((A+i0)?) = Ro(0) — i &L
( 2 ViQ2.
(2.31)
Note that the range of (2 is spanned by functions V¢, 2 < k < N, such

that |¢r(y)| < (y)~2 and Va € (x)~2L32, so Vag € (y)~*L>2. Also

— Ro(0) — m1®1>

Q2V20 32 VIA\)V;

Ro((X +10)%) — Rp(0) — ix&L T —
M((Vg&;( o(( ) ))\2 0(0) ar >V) ) = |V|‘ ?J\ |V|eB(L3/22 L32)
Likewise
Ro((A +10)%) — Rp(0) — ix 12t —
M((Vg 0(( +1 ) ) 0( ) A V) ) |V2||x y||V1| GB(L3/2’27L3/272)'

2
This shows that [2.31) € V322 32. By such computations we obtain that
Q2T (NANT(AN)Q2 = A Eg(N), where x(Ae)Ex(A) € W for sufficiently

small €. In this manner we prove

By 2.286), S;'(\) = (QT(NQ) ™ is c;f the form
- E(\) AMIEN)
Slll(/\) = ( ()\) )\2E()\)> .
Then, letting N(A) := S7;" (V) S10(A) A(X)So1(N), by ZZ9)
N(A) := 811" (\)S1o(A )5 F(N)So1 (M)
1

=9 00

_ <)\_ EQ\) AT'E( )) <A2E11(>‘) /\3E12(/\)>
o )\71E( ) )\ E( ) )\3E21()\) )\4E22()\)
C(AE(N) NE

= <>\ () A2E

50

This shows that C'()) is invertible for A « 1:
C(A) = S11(A) = S10(A)AA)So1(A) = S11(A)(1 = N(X)),

SO

(2.32)



34 MARIUS BECEANU

N(\)SH(N) is a regular term:

)
(=N NS = B0 (A50) Nezir)) (o1 a2m0)

A computation shows that (I — N(\))~

— E(\).

By (2.32) and (227)
C ) =S5 ) + B

= A" 2VoPyV; +iX~ 11/21301/| yl* VPV —aXN Va0 @ Vig + E(N).

24
One can then also write C~! as

) AEQ) ATE
v = <)\_1E(>\) >\_2E(>\)>'

We also have
Sot(\) = QUL+ T(N)Q = AEL(N)Q1 + A2 E2(\)Q2
with regular terms Fy, Fo € W:

Bi()) = Qup ol £ iOiZ) — Ry(0)

‘/lle
Ro((\ +i0)?) — Rp(0) —iA1 ®1
A2

Showing that E, Fs € W requires assuming that V € () *L3/21,
Therefore the following matrix element of (2.28]) is regular near zero:

ANSot(NCTH ) =

Ey(\) := QVs

V1Qo.

= AWE W 2AWEW) (Y1 p0) ) 2p)) = B

One shows in the same manner that the matrix element C~1(\)S10(A)A(N)
of ([2.28) is regular near zero.

Finally, the last remaining matrix element A + ASy;C~1S19A of ([Z28)
consists of the regular part A and

ASe1C 18104 = EQYAE() A2E(V) (”lE(A) ﬂE(A)) (AE(A)

ATEQ) AZE(N) >\2E(/\)> E®)
— AE(N).

Thus this is also a regular term. It follows by (Z28) that 7'(A\)~! is up to
regular terms given by

|z yl2

A2V PV + A VR PV VBRI —a) Va9 ®@ Vig,

which was to be shown. O
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We next prove a corresponding statement in the case when V has an
almost minimal amount of decay. One can also obtain a resolvent expansion
when V e (z)"'L¥?!, but that one does not lead to decay estimates.

Lemma 2.17. Suppose that V € (x)"2L%?*' and H = —A+V is an excep-
tional Hamiltonian of the third kind. Let x be a standard cutoff function.
Then for sufficiently small €

XONOT +TA) " =L +A7'S(A) + A 2Py,

where L(A) € W, S(A)Y € Vs 1322, and Py is the L? orthogonal projection
on &.

Furthermore, 0 is an isolated exceptional point, so H has finitely many
negative eigenvalues.

Proof of Lemma [2.17 We study (I + T(A) ™ := (I + VaRo((A+i0)2)V;) !
near A = 0.
Let Q = Q1+ Q2, Qo = Q, Q1, and Q3 be as in the proof of Lemma 2.16]
Also take again the orthonormal basis {¢1,...,¢n} with respect to the

inner product —(Vu,v) for M so that {¢2,...,¢n} is a basis of £ and
(¢1,V) > 0. R

We apply Lemma 210 to invert Q(I + T'(\))Q in QL? for small \, after
writing it in matrix form with respect to the decomposition QL? = Q1L? +

Qo L*:

- (TR aTNQR: .
QUFTNQ = ( QT(N)Q1 Q2(I+f<A>)Q2> ‘

The inverse will be given by formula (2.13]), that is

~ —1 -1 —1 -1 -1 —1
@+ 7o) = (T TG i T G )
—Cop TnTy, Cys

_ (Tll()\) T12(>\)>
Tgl()\) TQQ()\) ’

where
Oy = Tog — Ton T, Tha.
Then (recall that Q1 = —V2d1 ® Vig1)
Ti(N) = QuI + T(\)Q1 = Qu(I + VaRo((A +i0)*)V1)Qs
= Q1(VaRo((A + i0)*)Vi — VaRo(0)V1) Q1
= Va1 ® Vo1 (Ro((A +i0)%) — Ro(0))V 61 ® Vin

1= Aco(A) Q1.
dim ~
Here ¢y(0) = a = V.o0F # 0. Note that co(A) € L' when
Vv v O
| [, veaeveem| So—r,, daw <.
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Since

eirlz—yl_q o .. 1 -
Ep V= i = 1, it is enough to assume that V¢ € L*, i.e. that

V e L3/?! in view of the fact that ¢; € (z)~'L*®.
It follows that Ti1(A) is invertible for [A| « 1 in Q1L? and

T () = Ay ' (N)Q1 = AT E(N).

Here x(Me)eg'(N) € L' for sufficiently small e.
Likewise, since Q2(Vo® V1) = (Vo ® V1)Q2 = 0,
Tio(N) = Q11 + VaRo((A +i0)*)V1)Q2
Ro((X +1i0)2) — Rp(0) —ix(47) 11 ®1
\2

= N1V,
= XQ1e(N)Q2.
Since by Lemma

M((ROW +i0)°) = Rol) S I -y,

ViQ2

it follows that e(\) € Lt if

ng ng W (y)dr(y)|lz —y| < o,

that is if V e L.
Likewise we obtain

To1(N) = A2 Q2e(N)Q1,
hence, combining the previous results,
Tgl()\)T ()\)Tlg( ): )\3Q2€()\)Q2.
Furthermore
Toa(N) = Qa(I + VaRo((A +i0)*)V1) Qs
Ro((\ +i0)?) ;21%0( ) — z)\lgl ViQs
= @iy 2@,

Again by Lemma 28] e()\) € L if

[ [ v@a@vwetwls - o <=
]R3 ]R3

that is (taking into account that ¢y, ¢y < (x)~2) if V e L .
Let Py be the L? orthogonal projection onto the set £ spanned by ¢, ..., dn.
By relation (4.38) of [Yajl],

= A2QqVh

(@ Mvig,) " = wr
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Then
Caa(A) = Taa(N) — Ton (M) T3 (AN Th2 (M)

—M\?Q2 V‘ ‘VQ + A3Qae(N) Qs
Therefore
Cast () = A2V PyVi + A7 Qae(M\)Qo.

Furthermore, we then obtain that

T (NT12(N)CR'(A) = A Q1e(\) Q1A Q1e(M)Q2A > Q2e(M) Q2
= A7 Q1e(VN) Qs
Likewise we obtain
—Co' NTa (NT (V) = A7 Q2e( M) Q1
Ti (N T12(N) O N Ter (VT3 (V) = Qre(N) Q1.

By ([233), (Q(I + T(\)Q)™* is given in matrix form by

R A1Q1e(N) Q1 A1Q1e(N)Q2
(Q(I + T()\))Q)fl = /\_1Q26()\)Q1 /\_2V2P0V1 + )\_1Q26()\)Q2 ,
=2"1Qe(N)Q + A\ 2V Py V1.
(2.34)
where y(A/€)e(N) € L for sufficiently small e.
We apply Lemma 2.10] again after writing I + f(/\) in matrix form with
respect to the decomposition L? = QL? + QL?, where QL? = Vo M:

S0 (QUATONG QTR . (Soo(d) Sor(N)
! *TW‘< QTG Q<I+f<x>>Q> = <Sm<A> Snw)'

Next, as in the proof of Lemma[ZI8] let A(\) = Sy (A). Then x(\/e)A()\) €
W for sufficiently small e. R
We compute the inverse of I +T'(\) by finding each of its matrix elements:

(1+ 7)) = <A A o A5g§1> S @)
Here
C(A) = S11(A) = S10(A)AN)So1 (A).
S10A)AN)So1 (A) = QT (AN AMNT(A\)Q may be written as
<Q1f(A)A(A)f(A)Q @T(A)A(A)@(A)@) _ <A§Q1e<A>Q1 Ange(A)%)
QT NANTNQ1 Q2T (NANT(N)Q2 AQ2e(N)Q1 N Q2e(N)Q2

(2.36)
where e()\) € L.
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Indeed, consider for example Q2T (A\)A(A)T(A)Qs. It can be rewritten as

QO+ 0F) ~ Fo@ — A8 Ly, )

Ro((A +10)*) — Ro(0)

QT (NANT(N)Q2 = N3Qa Vs

Va ViQs.
(2.37)
Assuming that V € (x)~2L3/>!
Ro((A+10)?) — Ry(0 . Vol ® |V;
M((Vs o(( ))\) o )Vl) - \ 2\4 Wl B(L¥/22).
T

Likewise

Ro((A +10)%) — Ro(0) — ix 12
M((V.z 0(( ? ) ) 0( ) YA V) ) |V~2||x y||V|€B(L3/22 L32)

AZ

This implies that Z37) = A3Q2e0(A)Q2, eo(A) € L. In this manner we
prove (2.36).
By @34), S;;'(\) = (QT(\)Q)~! is of the form

o (ATQieNQ1 AT Qie(NQ
S’ (M) = (A—lQie( N ‘QQ;e(A)Cﬁ)'
)A

Then, letting N()\) := S;;'(A)S10(A\)A(N)So1 (), by E36)
N(\) = S (/\)510(/\)5&)10\)501()\)

_( “1Qre(\)Q1 1@160\)@2) <)\2Q1€(>\)Q1 AgQW@\)Qz)
A1Q2e(N)Q1 A2Q2e(N)Q2 ) \N2Q2e(N)Q1 A3Q2e(N)Q2
_ (AQle( Q1 )\2Q1€()\)Q2>

AQ2e(N)Q1 AQ2e(N\)Q2 )

Therefore N(0) = 0. This shows that C'()) is invertible for A « 1:
C(A) = S11(A) = S10(A)AN)So1(A) = S (M) (I = N (X)),
SO
CTH ) = =NW) 'S
=S (N + (I = N(A)T'NASH ().
A computation shows that

2
(I-N\)"N(N)ST Q(ig;: 81 /E\g;ee(()\)\))g;)
( 1Que(

A A1Q1e(A )Q2>
A1 Qqe(A A72Q2e(N)Q2
_ (Qle()\)
Q2e(N)

(2.38)

)Q1
)
Q1 Q1e(N)Q2 >
Q1 A 1'Q2e(N)Q2) "
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By ([238]) and (234])
C7HN) =S5 () + AT Qe(N)Q
= AR P V1 + A Qe(N)Q.
Note that
Su(N) = QT(NQ = QU +T(W)Q

o((X +1i0)?) — Ro(0)

A
where E1(\)Y € Vysp2 when V e (z) 1 L. Therefore

AN S (NCTHA) = ANAE (NA2Qe(N)Q = A5 (),

where S()\)V € VL3'27L3/272‘ Likewise Slo()\) = )\Eg()\), where Eg()\)v S VL3,2.
Then

—gnZ 11Q = AE (V).

CHA)S10(NAMN) = A8,

where S(/\)v € VL3)2,L3/2)2'
Finally, for the last remaining matrix element A+ A4Sy C 15104 of (Z:35)
we use the fact that

ASp1C71S10A = ANAEL(AA2Qe(\)QAE (A A(N) = S(N),

where S(A)Y € Vps2 1322. Also recall that A(\) e W.

We have thus analyzed all the terms in (2.35)) and the conclusion follows.
O

Recall that

_43m

R(t) := aeﬁl G@) ®GY), Glx) =l Mg(),
—i3r ) _ _
S(t) = e\/ﬁ (—zpov|x247f| VP +ut(x)‘x8ﬂy|VPo +Pov|”“’8ﬂy‘m(y)),

il il leal?
where () := mgo(e i — el a)df.

Although it is not immediately obvious, it is also true that
1S#)ulzse < 2 ul Loz (2.39)

Indeed, note that since (¢, V) = 0 for the eigenvectors ¢, 2 < k < N
(recall that ¢, is the resonance),

pa(@) e —ylV Py = pe(x)(|z =yl = |2])V P,

which is bounded in absolute value by Z]kv=2 e (2)] S [V ()]0 (y)| dy @
|¢x(2)|. By definition, |u¢(z)| < |z|~'. This leads to ([239), since ¢, €
(z)72L® and V € L3/?1,

We use Lemma as the basis for the following decay estimate:
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Proposition 2.18. Let V satisfy (x)*V (z) € L3/%'. Suppose that H is of
exceptional type of the third kind. Then, for 1 < p < 3/2 and ue L*> n L,

e~ Pas = Z(t)u+ R(tyu+ S(t)u, |Z(t)uly <2077 Jul s, (2.40)

Here % + Z% = 1. If in addition all the zero energy eigenfunctions ¢y, 2 <
k < N are in L', then we can take S(t) = 0.

Proof of Proposition [2.18. Write the dispersive component of the evolution
as

etHp,f— % fR ™ (Ro((A+i0)?)— Ro(A+i0)2)ViT(A) " VaRo(A+i0)2)) £ A d.

We use the same method as in the proofs of Proposition 213 and
Consider a partition of unity subordinated to the neighborhoods of Lemmas
2.8 and First, following Lemma [2.8], take a sufficiently large R such
that (1 — x(A/R))(I + T(\))~! € W. Then, again by Lemma 28] for every
Ao € [-4R, 4R] there exists €(Ag) > 0 such that X(i‘(_)\z“)) (I+T\)tewif
Ao # 0 or the conclusion of Lemma holds when Ay = 0.

Since [-4R, 4R] is a compact set, there exists a finite covering [-4R, 4R]
U (A —€(Ar), Ak +€(Ar)). Then we construct a finite partition of unity on
R by smooth functions 1 = xo(A) + S0, xx(A) + Xoo(A), where supp xo0 <
R\(—=2R,2R), supp xo < [—€(0),€(0)], and SUDP X = [Me—€e(Ak), Ax+e(Ax)].

By Lemmam for any k # 0, xe(A) (T +T(A)"L e W, so (1= xo(\)(I +
T(A\)~* € W. By Lemma 216} for L e W

: 2
IO = L)+ (e VRV WV dy ).
Let Z; be the contribution of all the regular terms in this decomposition,
such as the free resolvent, (1 — yo(A)(I +T(A))~!, and L(\):
Z1(t) = — f T (Ro((A +i0)?) — Ro((A + i0)%) VA L(A)VaRo (X + i0)%)—
R

1T

— (1= xo\)Ro((A +i0)) VAT (A VaRo((A + i0)?)) A dX
1
=1

— (1= x0(A))Ro((A + i0)*)ViT(A)VaRo((A + i0)?)) dA

"0\ (Ro((A +i0)%) — Ro((A + i0)2)VAL(A\)VaRo((A + i0)%)—

= tg% f et (0 (Ro((A + 10)2) — Ro((A + i0)2)VAL(\) VaRo((A + 10)%) —

— (1= x0()) Ro((A +i0) )i T(A)VaRo((A + i0)*))) " (p) dp.
The fact that | Z;(#)u|: < |t|~%?|u| > follows by knowing that
(O (Ro((A +0)%) = Ro((A +i0)*)VAL(A)VaRo ((A +i0)%)

((
—(1 = x0(A\)Ro((A +i0)) VAT (A)VaRo (A +0)%))) ¥ € Via e
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By smoothing estimates it also follows that Z;(¢) is L?-bounded, see the
proof of Proposition 213l By interpolation we also obtain the estimate
[Z1(@)ullps.e < Julpaea

Let Z5(t) be the contribution of the term aA™!xo(A)Va¢ ® Vi¢:

Z0(t) = £ | PR+ 0PIV I@VOR((A +i0)2) d.
By Lemma 2.14]

[(Z2(t) = R@®))ul e <t [ul 1, | Zo@)ulpse S 72 ul s
We are left with the terms A™2Rg((A + i0)%)V PyV Ro((A + i0)?) and

IXTTRo (N + z'O)Z)T/PoVk'Zé/r|2 VPyVRo((\ 4 i0)?). Let their contributions
be

lz —y?
24w

—1 )
Xo(t) := — jR e " Ro((A +i0)2)V PV VPV Ro((A +i0)?) dA,

-1 .
— lim . 5e*ZtVRO((A+z0)2)VP0VR0((A+z‘0)2)x1dA.
- Al>

By Lemma 4.12 of [Yajl],

Xs(t) :

| Xa(D)ul oo < ¢V ] oo

- 37
'esz T — 2 B (241)
ng(t)uﬂ = RV 247f| VPOHLOO < 732 1.

This lemma has a proof similar to Lemma 214l It requires, in addition,
that |¢;(z)| < |z|~2 for every eigenfunction ¢; € £, 2 < j < N, which is
guaranteed by Lemma 2.3

By Lemma 4.14 of [Yajl],

|Xs(D)ul oo < ¢Vl a2,

_43m

LN et I E a2
Xs(t)u — Py + P H <t .
[Xa(tu - S = () VR + RV ()} < Pl

(2.42)
The proof of Lemma 4.14 in [YajI] depends on (y)3V (y)é(y) being in-
tegrable, which is also true here since |¢(y)] < (y)~' and (y)?V(y) €
<y>_2L3/271 c L1
Combining the two results (Z41]) and (2:42)) and knowing that ||S(t)u z3.0 <
t=12||u| 321 by @39), we obtain that

|(X2(D)+X3(8)=S(O)ul = < ¢t ul 11, [(Xa(t)+Xa(H)=S(E))ul s <t oz
(2.43)
Recall that e 7 P, = 7, (t) + Zo(t) + Xo(t) + X3(t) = Z(t) + R(t) + S(t).
We obtain for Z(t) = Z1(t) + (Za(t) — R(t)) + (Xa2(t) + X3(t) — S(t)) that
|Z(@yulro < ¢ Jul g, 1Z@)ulse <t ul a2

Conclusion (2:40) follows by interpolation.
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Finally, assume that all the eigenfunctions ¢, € L' for 2 < k < N (recall
that ¢; is the resonance). Then, by Lemma 28] it follows that {V ¢y, ye) =
Vop,yeym = 0 for all £ and m and all 2 < k < N. As a consequence, we
immediately see that

3
PoV|z —yPVP = PV (|a* + [y*)Po =2 Y PoVargysV Ry = 0,
k=1

Since (¢, V) = 0 and (V ¢y, yey = 0, we can also rewrite

Ty

pe (@) —ylV Py = p(z)(jo — yl — |2 + H)VPO-

Then note that |z|(|z — y| — |z| + %)VPO is bounded in absolute value by
PN Spa W12V ()| 6k ()] dy®| ¢ (2)], which is bounded from L' to L* since
br € (x)2L® and V € (z)~"'L¥?!. Having gained a power of decay in z,
we use it by |u(z)|z|~!| < t71. Therefore

[ (@)l — y|V Poull e < ¢ ul 1.

Consequently, when ¢ € L' for 2 < k < N, S(t) can be removed from
([2:43). Hence we retrieve conclusion (2.40) without S, as claimed. 0

Proposition 2.19. Assume that V € (z) 2L and that H = —A +V is
an exceptional Hamiltonian of the third kind. Then

le™™ Peufl o < 72 ] a2

and for 3/2 <p <2
. _3¢1_1
He—thPCu”Lp, <t g(p ”/)HUHLP-

1,1 _
Herep—i—p, 1.

The proof of this proposition parallels the proof of Proposition [2.15]

Proof of Proposition [2.19. Write the evolution as

e P f = % f e~ (Ro((A+i0)%)— Ro (A+i0))ViT(A) " VaRo((A+i0)2)) FA d.
R

We consider a partition of unity subordinated to the neighborhoods of Lem-

mas2.8and 2.I71 First, take a sufficiently large R such that (1—x(\/R))(I+

T(A)~! € W. Then, for every A\g € [—4R, 4R] there exists €(Ag) > 0 such

that X(’e\(_)\;“)) (I +T(\)"* € Wif \g # 0 or the conclusion of Lemma

holds when A\g = 0.

Since [-4R, 4R] is a compact set, there exists a finite covering [-4R, 4R] <
U (A — €M), Ak +€(Ar)). Then we construct a finite partition of unity on
R by smooth functions 1 = xo(\) + Zszl Xk(A) + Xoo(A), where supp xo C
R\(—=2R,2R), supp xo < [—€(0),€(0)], and supp x < [Ax—€(Ak), Ap+e(Ax)].
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_ By Lemma[ZR, for any k # 0, xx(A\)(I +T(A)) ™' € W, s0 (1= xo(\)(I +
T(\)™! e W. By Lemma 211

YoM T +TA)™ =LA + A71S(A) + A2 V%Py W,

where L € W and SV € Visa2 1322.
Let Z1 be given by the sum of all the regular terms of the decomposition:

Zy(t) = % X e (Ro((A +i0)%) — Ro((A + i0)%)Vi L(A)VaRo((A + i0)%)—
— (1= xo\)Ro((X + i0))ViT(\) VaRo((A +90)?)) A dA
1
=i
— (1= x0(\)Ro((A +i0))ViT(\)VaRo((A + i0)%)) dA

_C
= wn

e 9y (Ro((A +0)?) — Ro((A + i0)2) Vi L(A)VaRo((A + i0)?)—

o2
f e~ (0 (Ro((A + 10)2) — Ro((A + i0)2)ViL(\)VaRo((A + 10)2) —
R
— (1= xo(\)Ro((A +i0)2)ViT(\)VaRo((A +0)%))) " () dp.
The fact that |Z;(t)ul|p= < [t|7%?|ul ;1 follows by knowing that

(Ox (Ro((A + i0)%) = Ro((A +i0)*)ViL(A)VaRo((A + i0)%)—
— (1= x0(\)Ro((A +i0)2)ViT(A\)VaRo((A +i0)%)))" € Vi1 pon.

By smoothing estimates it immediately follows that Z;(t) is L?-bounded,
see the proof of Proposition[ZI3l Interpolating, we obtain that || Z; (t)u| 13,0 <
2l o

Let Z5 be the following singular term in the decomposition of Lemma[2.17t

Zy(t) := % fR e Ry (A +i0)2)ViS(A)VaRo (A + 0)2) dA
= tl% it (Ro((A + i0)*)VAS(N)VaRo((A + i0))) ” (p) dp.
R

Note that (Ro((A+z’O)2)V1)V € VL3/2,27L3,oo, S(A\)Y € VL3,2’L3/2,2, and (VaRo((A+
Z0)2))V € VL3/2,17L3,2. Thus

Ro((A +i0)*)VA(AS(A)VaRo((A + i0)%) € Vi rs.0-

This immediately implies that | Za(t)u| 5.0 <t~ |u s/

We are left with the contribution of the term A\~2V5P,V;. This is the same
as the term X3 from the proof of Proposition 218 By (2:42]) | Xs3(t)u| .0 <
V2 ful e,

Putting the three estimates for 77, Z3, and X3 together, we obtain
that |e= P.ulz3.00 < |ulys2:. Interpolating with the obvious L? bound
le=*H Pu| 2 < |ul 2, we obtain the stated conclusion. O
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